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CTAHOBHUE

BBPXY JUCEPTALMOHEH TPYA 32 Hpuno6n5ane
X Ha 00pa3oBaTeHa U Hay4YHa CTeleH ,,JOKTOp

“‘ABTop Ha JMCePTAIllHOHHHUSA TpyA: Mar. uH:K. Mapus IlerpoBa Biaxosa-Takosa

Tema Ha nucepTallMOHHHA TpYyId: ,,MeToaHM M AJrOPUTMH 3a IEePCOHAIH3HPAHH
CHCTEMH 3a NMpenopbKu

UneH Ha HAYYHOTO JKypH: npod. a-p un:xk. Mapuana EscratueBa ['opanosa

1. AKTYaJIHOCT Ha pa3padoTBAHMs B JUCEPTANMOHHMS TPYA NPod/jeM B HAYYHO M
HAYIYHOINIPUJIOAKHO OTHOLICHHUE.
JIncepTallMOHHUAT TPYI € TIOCBETEH Ha pa3paboTkaTa Ha HHTEJIUTEHTHA MPENOPBLUNTEIHA CHCTEMA
3a TpeE3CHTALINH, W3TTOI3BaANKH HU3KYCTBECH MHTCIIEKT, KOATO HI[CHTH(])PIHPIPE! cltabocTHTE Ha
MPE3CHTAMUTE U TCHEPUPA MPEMOPBKU ¢ 00yIHUTE/IHA CTOMHOCT.
B HayyHO OTHOLIEHHE aKTYaJTHOCTTA HAa M3CJIECJBAHETO CE€ CHCTOHM B pa3paboTBaHE Ha METOIH H
QITOPUTMH, H3MOJ3BAllM MAUIMHHO M JABIOOKO oOydeHHWe, 3a Ch3AaBaHE Ha MPENOPbHUMTE/IHA
CHCTEMa Bb3 OCHOBA Ha BU3YaJlHM M CTPYKTYPHH XapaKTepUCTHKH Ha CllaiiloBeTe, KOATO HaMupa
npoOJIEMH/TPEIIKM B IPE3EHTALMUTE M B TAXHOTO CTHJIOBO OQOpMIIEHHE, H TeHepHpa
MEepPCOHATU3UPAHH MTPETTOPHKH.
B Hay4HOIIPHIIOKHO OTHOILIEHHE € pa3paboTeHa apXUTeKTypaTa Ha HHTETUT€HTHA IIPENopbUHTEIHA
cucrema, M3non3pana e MoJIy/IHa, MUKPOCHEPBHCHA apXHTEKTYpa, KOATO HHTETpHpa TPH MOJ1yJa: 3a
MYJITH-€THKETHA KJIacH(HKaUUs Ha ChAbPKAHHETO H CTPYKTYpaTa Ha Mpe3eHTAallHH, 3a OLEeHKa Ha
CTHJIA Ype3 [IBY-KJIOHOBa KOHBOJIIOLMOHHA HEBPOHHA Mpeka M MOZIYJ 3a TPeNnopbkH ¢ XUOpuieH
IPENnopbYBALL MOJEIL.
3a MocTUraHe Ha OCHOBHATA 1Lie ca JeHHHUPAHM CIeIHUTE KOHKPETHH 3a7auu: |) npoyuBaHe Ha
MIEPCOHATN3UPAHH CHCTEMH 3a MPENOPHKH, W3MON3BAMIM MAIIWHHO M IbI00K0 o0yveHue; 100pH
NPaKTHKH B CBH3[IaBaHE Ha Ipe3eHTaUuH; 2) pa3paboTBaHe Ha METOJAOJIOTHS 3a Cb3/aBaHE Ha
TepCOHAIM3HUPaHa MPENOPBYNTETHA CHCTEMA 32 CIIaiiIoBe, U3M0JI3BAIlA IBJIOOKH HEBPOHHH MPEKH
3a aHanM3 Ha cTUIa; 3) pa3paboTBaHe Ha XUOPUIHU APXUTEKTYPH HA IbJIOOKH HEBPOHHHM MPEKH 3a
MepCOHAM3HpaHa MPEIoPHYNTEIIHA CHCTEMa 3a MPE3eHTALNH; 4) IPOeKTUPAHE U peaTH3HpaHe Ha
IPOTOTHI HAa MEPCOHATH3HPAHA MPENOPHYUTEIHA CHCTEMA 3a MPE3eHTALMH; 5) MPOBEKIaHE HA
eKCTIEpUMEHTH 3a BaTMIUpaHe Ha Tpe/UI0KeHaTa METOJOJIOTHS M aHAIM3HpaHe Ha e(eKTUBHOCTTA
HA CHCTEMaTa 4pe3 ChbBPEMEHHH METPHKH 3a OLIEHKA Ha NPENOPBYHTEIHU CHCTEMH.

2. CreneH Ha MO3HABAHE CbCTOSTHHETO HA NPodJIeMa M TBOPYECKA HHTepNpeTauus
Ha JINTepaTYPHUS MaTepHaJl.
0630p'bT € TMMOCBETCH Ha CBBPEMCHHOTO CBCTOAHHE Ha CHCTECMHTE 3a MPEIOPHKH. Pasrnenanu ca
H3IOJI3BAHHTE MCETOAM B IIPCHOPBYHUTCIHHUTE CHCTEMH: C€BPHCTHYHH METOAH H IPCEIOPHKH,
0asMpaHy Ha €KCNepTHH NpaBuia; KoiabopaTWBHa (QWITpalUMs W Tpernopbku, OasHpaHu Ha
CbAbPIKAHUE, II.'BJ'IGOKO OGY‘JGHHG H HCBPOHHH MPECKH, XH6pK,[IHI’l CHCTCMH H (paKTOpI/IB.'dLLMUHHM
MOJEC/IH, KOHTEKCTHO-3aBHCHMH H MYITHMOJaJIHH CHCTEMH. HpeﬂCTaBeHH ca IMpHMCpH 34
MPENOPBYHTENHH CHCTEMH M HHCTPYMEHTH 3a NPe3eHTalHH.

3. ChoTBeTCTBHE Ha u36paHaTa MeTOAHMKA Ha H3cJieJABaHe H IIoOCTaBeHaTa LeJd U

3a1a4Y4 HA THCEPTAIHOHHHASA TPY/A C MOCTUTHATUTE MPHHOCH.

CraHgapTHO MOAXOIHTE 3a NMOA0OpsABaHe HA NMPE3eHTALMH BKIIOYBAT 1IA0JI0OHH U PBYHH HACOKH OT
nu3aiiHepu. BeBekIaHeTO Ha U3KYCTBEH MHTEJICKT MPH CH3/IaBAHETO HA MPEMOPBYHTEIHH CHCTEMH
BOOM JI0 CBH3JAaBAHETO HA MHTEIMICHTHH TIPE/UIOKEHHs 3a ChIAbp)KaHHE, aBTOMAaTH3MpaHa
ONTHMM3ALUA Ha AW3aifHa, aHTa)KUPAHOCT Ha ay/IHTOPHATA.

[IpennoxkeHara KOHIENTyajlHa apXUTEKTypa Ha NpenopbYMTENHATa IMPE3EHTALMOHHA CHCTeMa
BKJIIOYBA TPU MOJyNa: KiIacH(PUKAIMOHEH MOJET, MOJEN 3a CTHIOBA CBIVIACYBAHOCT H
npenoprYnTeIHa cucteMa. CHcTeMaTa MoIbpika Hait-no0pure npakTHky B o61actta Ha MLOps
(Machine Learning Operations) u CI/CD (Continuous Integration and Continuous
Delivery/Deployment).



4.

IpuHOCH HA AHCEPTANMOHHNUS TPY.

[IpuHOCHTE HA IUCEPTALMOHHUS TPYL MOTaT Ja ce 0000IIAT B CICAHUTE HATIPABIECHHS:

Hay4yHonpHIokKHH:

1. IlpeanoxeHa e METONONOTHA 3a NEPCOHATM3MPAHA TIPETIOPHUHUTEIIHA CHCTEMA 32 NIPE3eHTAllHH
4pe3 METOAM Ha MALUMHHO U AbI00K0 00yueHHe.

2. TlpennoxeHu ca 1ABa MOAXOHA 3a MYITH-€TMKETHA KJIAacH(HKAIMs 3a aHAIU3 Ha BU3YAJIHU U
CTHJIOBH XapaKTepPUCTHKM Ha ClaiifloBe: aJanTHpaHe Ha aJTOPUTBM upe3 eOHHEH MOAEN U
TpaHcdopMupane Ha mpobiemMa ype3 He3aBUCUMH OMHApHH KIIaCH(QUKATOPH.

3. TlpemnoxeHa € apXUTEKTypa Ha KOHBOJIIOLIMOHHA HEBPOHHA Mpea ¢ /IBa KJIOHA 3a OLIEHKa Ha
CTHJIOBA CHITIACYBAHOCT Ha CJIAiiI0BE B MPE3EHTALMH.

4. TlpennokeH e MOAXOX 3a Ch3[aBaHe HAa HAOOp OT JaHHM 32 CHCTEMAa 33 MEPCOHANM3UPAHH
Npenopbky, KOWTO BKIIOYBa oOOeIMHEHHE Ha TNOTPEOHMTENCKHM MpoQHIH, aHOTHPAHH
npe3eHTaluuH, yaeOHH MaTepHaIl ¥ aBTONeHEPUPAaHH JaHHH.

5. TlpemnokeHa e apXMTEKTypa Ha CHCTeMaTa 3a Mpe3eHTAllMH, CBhCTOSIIA Ce OT TPH MOIyna:
MYJITH-€THKETHA KJacH(pUKALUMsi Ha CBALPKATEIHH H CTPYKTYPHH XapaKTCpHUCTHUKH, BY-
KJIOHOBA KOHBOJIIOLIMOHHA HEBPOHHA Mpejka 3a OLIEHKA Ha CTHJIOBA CHIVIACYBAHOCT U XHOpHAEH
npenopbyBall MoJes ¢ GUITpUpaHe MO ChAbPIKAHUE U MALIHHHO 00y4eHue.

6. IlpemnoxeHa € METOIOJIOTHS 3a ChOMpaHe, aHOTHpaHe U MpeABapUTeNIHa 00paboTka Ha JaHHH
NIPH OrpaHHYEHa HATHYHOCT Ha MyOIHYHH JaHHH.

[IpunoxHHu:

1. Cw3paneHu ca aBa HaOoOpa OT JaHHHW: PHUHO aHOTHPAH KOPIIYC OT peaJlHy ClaizoBe 3a aHallu3

Ha CTPYKTypara Ha CBhIAbPKAHHETO M CHHTEeTHYeH Habop oT H300pakeHHA 3a CTHJIOBA

CBITIaCYBaHOCT.

Pa3paboTeH e MPOTOTHI HAa MHTEJIMICHTHA IIEPCOHAJIM3MpAHa INPENopbUYMTENHA CHCTEMA 3a

MpEe3eHTALHH.

3. Tlpennoxena e usnocrna MLOps nHbpacTpykTypa 3a BHEApABAHE HA CHCTEMATA C H3MOJI3BaHE
Ha KOHTEHHepH, BEPCHH, aBTOMAaTHYHO BHEAPSABAHE U MOHHTODHHL.

IIpenenka Ha MyOJIHKALMHUTE 110 JHCEPTAHOHHHUSA TPY.
[TybnukaumuTe ce pa3npenaenst no pyOpukM B CTpaHaTa M 4yKOHHa, KaKTO CJie/lBa:
. IlyOnukyBaHU B Hay4HU CIIHCAHMA:
e B uyxOHHA, pehepupaHU B CBETOBHO M3BECTHH 0a3H OT JaHHHU — 2 Op.;
e yHac, pedhepHpaHH B CBETOBHO H3BECTHH 0a3H OT AaHHH — | Op.;
e ymHac— ] Op.
2. IlybnukyBaHM B COOpHHIM HAa HayYHH KOH(EPEHIIHH:
e vy Hac, pedepupaHH B CBETOBHO W3BeCcTHHU Oa3u oT 1aHHH — | Op.;
e ymHac—10p.
JBe or mnyOnukKanMMTe ca CaMOCTOATENHHM, OCTAaHAIMTE YETHPU Ca CBBMECTHH C Hay4HHUs
pbKoBOaUTe . M3MbIHEHH ca BCHYKH MUHHMAJIHU U3HCKBaHMA 3a Opos Ha MyO/IHKalUHUTE.

o

5. MHeHHs1, NPEeNOPBLKH U OeIeKKH.

MMa HeCHOTBETCTBHE HAa HOMEpalUATa Ha CTPaHUIIMTE B AUCEPTAIIHOHHHS TPYA H ChAbPKAHUETO.

CyuraMm, Ye JMCEPTAHTBHT YCMELIHO Ce € CIIPaBHI C [OCTaBEHHUTE B AHCEpTalHATa 3aJaid U
Habenszann uend. Haydnure nyOnmkaluu, KOMTO OTpa3sBaT HANHCAaHOTO B AHCEpTalMATa, ca
IPHETH U TOJIOKUTETHO OLIEHEHH OT Hay4HaTa OOLIHOCT.

3aknouenue.

Bb3 0cHOBA HA 3aM03HABAHETO MH C JHCEePTAIHOHHHS TPYA Ha Tema ,MeToan u aJArOpUMTMH
32 NEePCOHAIM3HPAHH CHCTEMH 32 NMPeNoPbKH H ChAbLPKALINTE Ce B HEr0 HAYYHONPHJIOKHH
M NMPHJIOKHH NPHHOCH, HAMHPAM 32 OCHOBaTeJHO Ja Npeajoka Ha YBakaeMOTO KypH Ja
npucbau obpasopareanara u HayyHa crenmed JOKTOP na mar. umxk. Mapus Ilerposa
Baaxosa-TakoBa mo Hay4yHa cneuuajdHocr ,,CHCTeMH ¢ HM3KYCTBeH HHTeNeKT® oOT
npodecnoHaaHo HanpasJjeHue 5.3. KoMyHHKallHOHHA H KOMIIOTLPHA TeXHHKA.

Cogus, 23.01.2026 . YJIEH HA XKYPHTO:

/mpod. x-p nmwx. Mapuana I'opanosa/
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1. Relevance of the problem developed in the dissertation.

The dissertation is devoted to the development of an intelligent recommendation system for
presentations, utilizing artificial intelligence, which identifies presentation weaknesses and
generates recommendations with educational value.

From a scientific perspective, the relevance of the research lies in the development of methods and
algorithms using machine and deep learning to create a recommendation system based on the visual
and structural characteristics of slides, which identifies problems/errors in presentations and their
stylistic design, and generates personalized recommendations.

From a scientific and applied perspective, the architecture of an intelligent recommendation system
has been developed. A modular, microservice-based architecture has been employed, integrating
three modules: one for multi-label classification of presentation content and structure, one for style
evaluation via a dual-branch convolutional neural network, and a reccommendation module based on
a hybrid recommender model.

To achieve the main goal, the following specific tasks have been defined: 1) study of personalized
recommendation systems using machine learning and deep learning, and best practices for creating
presentations; 2) development of a methodology for creating a personalized slide recommendation
system using deep neural networks for style analysis; 3) development of hybrid deep neural network
architectures for a personalized presentation recommendation system; 4) design and implementation
of a prototype personalized presentation recommendation system; 5) conducting experiments to
validate the proposed methodology and analyzing the system's effectiveness using modern metrics
for evaluating recommendation systems.

2. Degree of knowledge of the state of the problem and creative interpretation of
the literary material.

The review focuses on the current state of recommendation systems. The methods used in
recommendation systems are discussed: heuristic methods and rule-based recommendations;
collaborative filtering and content-based recommendations; deep learning and neural networks:
hybrid systems and factorization models; context-aware and multimodal systems. Examples of
recommendation systems and presentation tools are provided.

3. Correspondence of the chosen research methodology and the set goal and tasks
of the dissertation with the achieved contributions.

Standard approaches to improving presentations include templates and manual guidance from
designers. The introduction of artificial intelligence in the creation of recommendation systems leads
to the generation of intelligent content suggestions, automated design optimization, and audience
engagement.

The proposed conceptual architecture of the recommendation presentation system includes three
modules: a classification model, a style consistency model, and a recommendation system. The
system supports best practices in the field of MLOps (Machine Learning Operations) and CI/CD
(Continuous Integration and Continuous Delivery/Deployment).

4. Contributions of the dissertation.
The contributions of the dissertation can be summarized in the following areas:

Scientific-applied:
1. A methodology for a personalized presentation recommendation system using machine and deep




learning methods has been proposed.

2. Two approaches for multi-label classification to analyze the visual and stylistic features of slides
have been proposed: adapting an algorithm through a unified model and transforming the
problem through independent binary classifiers.

3. An architecture of a convolutional neural network with two branches for evaluating the stylistic
consistency of slides in presentations has been proposed.

4. An approach for creating a dataset for a personalized recommendation system has been proposed,
which includes merging user profiles, annotated presentations, educational materials, and auto-
generated data.

5. A system architecture for presentations is proposed, consisting of three modules: multi-label
classification of content and structural features, a two-branch convolutional neural network for
evaluating stylistic coherence, and a hybrid recommendation model with content-based filtering
and machine learning.

6. A methodology is proposed for data collection, annotation, and preprocessing when public data
availability is limited.

Applied:

1. Two datasets have been created: a manually annotated corpus of real slides for content structure

analysis and a synthetic set of images for style consistency.

2. A prototype of an intelligent personalized presentation recommendation system has been

developed.

3. A comprehensive MLOps infrastructure has been proposed for deploying the presentation

system using containers, versioning, automated deployment, and monitoring.

Evaluation of the publications on the dissertation.

The publications are categorized by type in the country and abroad as follows:

1. Published in scientific journals:

e Abroad, indexed in internationally renowned databases — 2 items;
e In our country, indexed in internationally renowned databases — 1 item;
e In our country — | item.

2. Published in conference proceedings:

e In our country, indexed in internationally renowned databases — 1 item;
e Inour country — 1 item.

Two of the publications are independent, while the remaining four are co-authored with the scientific

supervisor. All minimum requirements for the number of publications have been met.

. Opinions, recommendations and remarks.

There is a discrepancy between the page numbering in the dissertation and the table of contents.

[ believe that the doctoral candidate has successfully accomplished the tasks and objectives set in
the dissertation. The scientific publications reflecting the dissertation have been accepted and
positively received by the scientific community.

Conclusion.

Based on my review of the dissertation entitled “Methods and Algorithms for Personalized
Recommendation Systems” and the scientific-applied and applied contributions contained
therein, I find it appropriate to recommend to the Honorable Jury to award the educational
and scientific degree of PhD to Maria Petrova Vlahova-Takova, M. Sc., in the scientific
specialty “Systems with Artificial Intelligence” from the professional field 5.3. Communication
and Computer Equipment.

Sofia, 23.01.2026 Member of the Scientific Jury:

/Prof. Mariana Goranova, PhD/



