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_-BBPXy AUCepTaLUMOHEH TpyA, 3a npuagobuBaHe Ha obpasoBaTenHa n Hay4Ha
cTeneH ,0OKTop”

ABTOp Ha anceprauymoHHns Tpy4g. Mapua Netposa Bnaxosa-TakoBsa

Tema Ha gncepraymnoHHus Tpyg METOON U ANTOPUTMU 3A MEPCOHANM3UPAHN
CUCTEMW 3A MPENOPBKHU

PeyerzeHT. npod. ATH. Kpacumupa Ctounosa

Penensusra € M3roTBeHa B KAUEeCTBOTO MU Ha WIEH Ha Hay4dHO KyPH, Ha3Ha4eHO Che 3anose] No
0XK-5.3-60/21.11.2025 r. na Pekropa Ha Texuuueckus ynusepcurer-Codus.

HucepTaliuoHHUAT TPy € B 06eM oT 197 cTpaHHLH KaTo BKIIOYBA YBOI, YETHPH IJIABH, CIIMCHK
Ha OCHOBHHTE IMPHHOCH, CIIHCHK Ha MyOIMKAIMHTE 0 AWUCEPTALMATa M H3MOI3BaHA JHTEpaTypa.
LluTupanu ca o0uo 143 nuTepaTypHU H3TOYHHLM, BCHUKH Ha JAaTHHHULA.

1. AKTyanHocT Ha pa3paboTBaHVsA B AUCEPTALMOHHUA TPy Npobnem

Fonemusr obOem wudpoBa HHPOpPMAUMs B HAIIETO CBBPEMHE BOAM A0 HH(OPMALHOHHO
npeToBapBaHe Ha noTpeduTenure. EnHo pemenue 3a GuaTpHpane Ha HHQOpPMALIMATA Ca CHCTEMHUTE 3a
TMPENOpPHKH M B YAaCTHOCT MpPE3EHTALMHTE, HENMPEKbCHATO W3MOJ3BAHH B aKaJeMHUYHHMTe M OM3HEC
cpead. OCHOBHara LieT Ha CHCTEMaTa 3a TPENOPBKM € aHAJM3MpaHe Ha IPE3EHTAllMHTE Ha
notpeOuTenuTe, HACHTH(UUMpPAHE Ha HaH-4ecTO CpelaHuTe npodleMu M NpeJocTaBsHE Ha
NEePCOHAIM3UPAHN MPENOPBKH 3a MOA0OpEeHHE Ha Mpe3eHTauuuTe. TpaJuUHOHHUTE TOAX0AM 3a
nogoOpsBaHe Ha MPE3EHTALUN Pa3uYUTaT OCHOBHO Ha MIa0IOHM, KOETO OrpaHH4aBa JUHAMHYHOTO M
nepcoHanu3upaHo oOydeHue Ha motpeburenure. ToBa 0OycnaBs HEOOXOOAMMOCT OT MHTEIMIEHTHA
CHCTEMa 3a MNPENOPBKH, KOATO HE ¢aMo Ja Mocoysa caboCTHTE Ha JajeHa INMpe3eHTalMs, HO U Ja
npeanara 0OOCHOBAaHM MPENOPBKH C €IEMEHT Ha 00ydeHHe. AKTYaJHOCTTAa Ha M3CIE/BAaHETO B
AMcepTauMara ce o0yciaBs OT AB€ ChbBPEMCHHM TCHIACHLMH: HEOOXOAMMOCT OT aBTOMATH3UPAHH M
a/lanTUBHU TEXHOJIOTHH 3a oAo0OpsBaHe Ha H(POBUTE KOMYHHKALIHOHHH YMEHH Ha MOTPeOUTENNTE
¥ PasBHTHETO Ha MEPCOHAIM3HPAHHUTE NIPENOPBKH YPe3 METOM Ha U3KYCTBEH MHTEJIEKT.

2 CTteneH Ha No3HaBaHe CbCTOAHWMETO Ha npobnema u TBOpYecka
MHTEpNpeTauus Ha nuTepaTypHUsa Matepuan

IlenTa Ha wu3cneABaHMATA B OHCEpPTAUMATa € Ja C€ MPOEKTHpPa, pa3paboTu M BalMAMpa
NepcoHaTH3NpaHa CHCTEMa 3a NPENopbKH, KOSATO M3MOI3BAa CHbBPEMEHHH IMOAXO0AM OT obiacTra Ha
MALIMHHOTO W IBJIOOKOTO 00yvyeHue 3a aHau3 M noJo0psBaHe HA NPE3EHTAllMK Ype3 MHTEIHICHTHA,
o0sicHuMa 1 00yuuTenHa oOpaTHa Bpb3Ka. JJOKTOpaHTKAaTa € OTJIMYHO 3al03HATa ChC ChCTOSHHETO Ha
npobsema. Hanpasuna e 3agpn6oueH 0030p Ha pa3BUTHETO HA CHCTEMHUTE 32 TIPETIOPBKH U 1MOAPOOHO €
aHaIM3Mpana 0co0eHOCTUTE, NPEAMMCTBATa M OMPaHHYEHHATA Ha eBPHUCTUYHH H eKCIIepTHO-0a3upanu
CHCTEMH 3a NIPEMOPBKH, KJIACHYECKH aITOPUTMH ¢ KoJlabopaTHBHA (puiITpalus U GuiITpanus, dasupaHa
Ha CbIbpKaHHe, XHOPHIHH NIPEIIOPHUYNTEIHN CHCTEMH, KAKTO H ChbBPEMEHHH IIOIXOIH C H3I10/I3BaHeE Ha
nb100k0 00ydyeHne, peKypeHTHH MpPeXH, aBTOSHKoiepy, 00yueHue ¢ noacuisane. [Ipu paspaborsane
Ha [IOCTABEHHTE 33134 BB BPB3Ka C IIOCTHIaHe Ha LeNTa Ha H3CIeIBaHUATa € AeMOHCTPHPAHO BHCOKO
npodecnoHalHO HUBO Ha MHTEPHPETALMs Ha JUTEPAaTYPHHS MaTepUal U MHOTO YMEJIO IpujlaraHe Ha
IIMPOK CMEKTHP OT aKTyaTHH HH(POPMAIMOHHU TEXHOJIOTMH, METOJH Ha W3KYCTBEHHMA WHTENIEKT W
CTaTUCTHKATA B pa3pabOTEHHUTE OT JOKTOPAHTKATa METOH, MOAXOH, CTPATErHH, MOJICIIH H allTOPHTMH.
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3. CboTBeTCTBME Ha Wu3bpaHaTa MeToAMKa Ha Wu3cneasaHe C
nocTtaBeHaTa Lesn 1 3afadu Ha AUCepTaLnoHHUA Tpya

Hanuue e 3aap1004eHO 3HaHHE HA WHPOK KPBI OT METOIAM, MEKIY KOMTO: TEOPETHYHO M3CIIeIBaHe
Ha METOJHW U aITOPUTMH 3a MAIIMHHO M ABIO0KO 00yueHHEe C MPHIIOKEHHE B CHCTEMH 3a NPENOPHKH;
CpPaBHMTENICH aHalH3 M CHHTe3 Ha XHUOpPHIHM apXHTEKTYpH Ha IBJIOOKH HEBPOHHH MpEKH 3a
uaeHTHOUIMpaHe Ha BU3YAIHH, CTPYKTYPHH M CTHJIOBH MpoOJIeMH B Npe3eHTalMH M FeHepupaHe Ha
NepCOHATH3HPAHU 00YYHTEIHU NPENopbKH; IPOEKTHPAaHe H UMIIEMEHTALMS Ha IIPOTOTHII Ha CHCTEMa
3a [PENOpPbKH 33 aHAIW3 U NO00psiBaHe Ha Mpe3eHTalluH Ype3 HHTEIMTeHTHA, 00sICHUMa H 00y4uHTe/IHa
oOpaTHa Bpb3Ka; OLIEHKA, BaJMAaUUs M Bepu(pHUKALMs Ha MpeiIoKeHara MeTOAOJOIHA H XUOpUIHH
apXHMTEKTYPH 3a MEPCOHATH3MPAHA CUCTEMa 3a MPENOpPbKH; CTATHCTHYECKH METOAM 3a 00paboTka M
MpeacTaBsiHe Ha IMOJNyYSHUTE eKCIIEPUMEHTANIHH pe3yaTaTi. CunuTaM, Y€ MMa IbJIHO ChOTBETCTBHE Ha
M30paHHUTe Hay4yHH METOJH 3a [IOCTUTaHE Ha MOCTaBEHATa LI/ B JHUCEPTALIUATA.

4, KpaTka aHanuTMyHa XxapakTepucTuka Ha ecTecTBOTO M OLeHKa Ha
[IOCTOBEPHOCTTa Ha maTtepuana, BbpXy KOMTO Ce rpafaT npuHoOCUTe Ha
ANCEPTALMOHHUA TPYA, '

['eHepHpaHeTO Ha MePCOHATM3HPAHH NIPEMOPBKH 3a 0100pABaHE HAa NPE3EeHTALHOHHUTE YMEHHUS Ha
noTpeOUTEN U 32 YChBbpILIEHCTBaHe Ha KOHKPETHA NPEe3eHTallKs IPeACTaBIABa CI0KEH MpobieM, KOHTo
M3HCKBA HHTETPALMA HA MHOXKECTBO TEXHOJIOTHH H MOAXOH.

Ha erama na oOy4eHue ca TeCTBaHM DA3IHMYHHM AITOPUTMH 3a MAlIMHHO OOyueHMe, 3a da ce
Onpeaend Hai-eEeKTMBHHAT 3a 3ajayaTa MO MYJTH-CTHKCTHA KiIacH(UKaius Ha H300pakeHHA B
MpErnopbYHTEIHATA CHCTEMa 3a Mpe3eHTAlMM. 3a pelilaBaHe Ha 3ajJadara 3a MYJITH-eTHKETHa
kiacuukays Ha u3obpakeHus e u30paH MoAXoAsT Ha TpaHchopMHpaHe Ha mpobiaema. To3u mMeton
M03BOJIABA U3MI0NI3BaHETO Ha 00pe npoyueHH OHHAPHH KJIacH(HKATOPH KaToO BCAKA KaTeropHs (ETHKET)
ce TpeTHpa KaTo caMOoCTOsTeTHa OMHapHa kiIacu(HKaLMOHHA 3a/1a4a.

O1lleHeHNTEe MOJETH BKIIOYBAT JIOTHCTHYHA PETPEcHs, AbPBO HA PEIIEHHSTA, KJIACH(DHKATOP ChC
cay4vaituu ropu (Random Forest), Mmeton Ha onopHuTe BekTopHu (SVM), knacudukanusa ¢ Hai-0nH3KH
cbeenn (K-Nearest Neighbours), Haueen BelicoB knacuguxarop (Naive Bayes), HeBpoHHa Mpexa ¢
oOpatHo pasnpoctpaHeHne Ha rpewkara (Back Propagation Neural Network, BPNN) u
KoHBOMOLMOHHA HeBpoHHa Mpexka (Convolutional Neural Network, CNN). OT BCcHYKH OLEHEHH
MOJIE/IH H3MON3BAHETO HA KOHBOJIIOIMOHHA HEBPOHHA MpEXka € MoKa3ana Hai-100pH pe3yaTatH, nopaau
KoeTo e u30paHa 3a o0ydeHHe Ha MOJIeIa B MyNTH-K/1acOBaTa PENOPBYUTENIHA CHCTEMA 32 IIPE3EHTALIUH
M30panusT mpenopbyBall MOJEN, NPeACTaBeH B IHCEPTAlHMOHHUA TPyA, Ipuiara oOydeHue dpes
noacunsare (Reinforcement Learning) u anroputeM Deep Qnetwork (DQN). To3u u3bop e o0ycnoseH
OT BB3MO)KHOCTTa Ha MoJena Ja ce y4H OT B3aHMOJEHCTBHATAa ¢ MOTpeOHTeNHTe M Ja aJanTHpa
npenopbkuTe ¢ BpeMero. DQN u3non3sa Abn10oko oOydeHHe 3a apoKCHMaIUs Ha ONTHManHHTe Q-
CTOHHOCTH, KOETO TI03BOJIsAIBA HA areHTa eeKTHBHO Ja M3CleBa roIIMOTO MPOCTPAHCTBO OT ACHCTBHS
M na OamaHcHpa MeXIy H3cleOBaHe M H3M0JI3BaHe HAa HaH-HarpaKJIaBaHHTe OeHCTBHA.
[Ipenu3BUKaTENICTBO MPH NPeNOpPbYUTETHUTE CHCTEMHU € IpobieMa ¢ HadalaHa Junca Ha naHHu (cold
start) KOraTo HOBH NOTPEOUTEIH UM HOBH eIeMEHTH UMAT OrpaHH4eHH HCTOPUYECKH B3aUMOAEHCTBHS.
TpaauuMOHHUTE METOAM KAaTO K0nabOpaTHBHA (MATPALMA Ce CHpaBAT cnabo B TaKMBAa CHTYallMH, HO
MoaenH, 6azupanu Ha oOy4yeHHe ¢ nogcuasade kato DQN npossssat nmo-go6pa agantusHocT. M360psT
Ha DQN e yMmecTeH, ThH KaTO MMO3BOJIABA HA MOJeIa Aa ce ,,aJalnTHpa AMHAMHYHO' KakKTO KbM HOBH
notpeOUTENN, Taka M KbM HOBM €JIeMEHTH, MoJ00psBaiiku IMpolieca Ha Npenopbku Oe3 Aa pa3uurta
M3I/10 Ha MCTOPUYECKH JaHHU. BBB Bpb3Ka ¢ IMHAMHKATa Ha MOTPeOHTENICKUTE B3aUMOACHCTBHS, €
M3M0J3BaHa M ,,CTpAaTeTHs 3a NpeaBapuTenHo oOydenue' (pre-training). Twit karo Mogenure 3a
o0yueHue 4ype3 MOJACHJIBAHE HENPEKbCHAaTO OOHOBABAT CBOATa IIOJIMTHKA BB3 OCHOBA Ha HOBH
B3aUMOJEHCTBUA, MPOLECHT Ha IOBTOPHO OOy4YeHHE ce pa3nHyaBa OT TO3H TNPH KIACHUECKHTE
aTOPUTMM 32 MAIIMHHO O0yueHHe. B HAkoM clydan e HeOOXOAMMO MBIHO NMpeodyUueHne, Hanpumep
MIpH 3HAYUTENHH IPOMEHH B MOTPEOHTENCKOTO MOBEACHHE, MPH TOJIAM NPHTOK Ha HOBH MOTpeOHTENH
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WJIK TIPH TOJIAMO BJIOLIAaBaHE Ha METPHKHUTE 3a mpexacraBsHe. [Ipu mo-Maiku NMpOMEHH € A0CTaTh4HO
noobyyaBaHe BBPXY HOBM OaHHH. [l1aHMpaHOTO MOBTOPHO OOy4YeHHMEe MOKe [a ce 3ajeicTBa
aBTOMAaTHYHO, aKO ce HadnoZaBa HaMallsiBaHe HA MPOM3BOAMTENIHOCTTA MOA 3a4aAeH npar. Twil karo
MOAENBT cieABa npuHimMnure Ha ,,Temporal Difference Learning™ u ,,Q-Learning®, He BuHaru e
HE0OX0aMMO MBIHO 00ydeHHEe OT Haudano. Q-CTOHHOCTHTE Ce aKTyalIM3UpaT IMOETAIHO ClieJl BCAKO
B3aHMOJEHCTBHE 4Ype3 YpaBHEHHMeTO Ha belnMaH, KoeTo JaBa BB3MOKHOCT Ha Mojesna jaa ce
YCBBBPIIEHCTBA M ajalTHpa B peajlHO BpeMe, HaMalsBallKU HY)KIaTa OT PEeCYPCHO-HHTEH3HBHO
npeoOydeHHe.

OuensiBaM BUCOKO pa3pabOTEHHAT MOAXO/ 3a OLIEHKa Ha KJIaCH(DUKAIIMOHHUA MOJEN, KOATO € BakHa
3a U3MEpBAHE JOKOJIKO TOYHO, CTAa0MJIHO M HajekIHO paboTH AaaeH Mojen B peanHa cpenpa. Tasu
OLIEHKA BKJIKOYBA KAKTO O(1aiH MEeTOAH (OT CBIIECTBEHO 3HAYEHUE 33 OLEHKA Ha MPENOPbYUTEIHUTE
CHCTEMH, 3al10TO MO3BOIABAT H3MEpBaHe Ha MHOr000pa3HeTo M Ka4ecTBOTO Ha MPeKUBABAHETO MPeaH
cucTemara 1a Obe H3roa3BaHa 3a peaaHa ynorpeba), Taka 1 OHIaHH METOIU (M3MepBaT e(heKTHBHOCTTA
Ha TIPpETIOPBYMTENIHATA CHCTEMa B pEeaJHO BpeMe C YYacTHETO Ha JACHCTBUTENHH MOTpeOHTETH H
NpeIOoCTaBAT AUPEKTHH WHIMKALMH 33 paKTHYecKaTa CTOMHOCT Ha npenopbkute). OHIaHH OLEHKaTa
Ha TIPEMOPHLYUTETHUTE CHCTEMHM € BaXKHA 3a ONTHMH3alMATAa Ha CHCTeMara BB3 OCHOBA Ha peanHa
oOpaTHa BpB3Ka, ThbH KaTO OCHrypsiBa MH(OpMalMs 3a TOBa Kak NoTpebHUTenHTE B3aMMOJEHCTBAT C
NPENOpPBKUTE B peasiHa cpesia. JJoKTopaHKaTa He Ce OrpaHH4YaBa caMo /10 T€3H BayKHH OLIEHKH (3a BCEKH
OT JBaTa THIA ca MOJI3BaHH Habop OT MmoKazaTesH), HO MPeABHKIA MO-HATAaThK OLEHKA Ha CHCTEMATa
cle] BHeJpsABaHe B peajlHa Cpela MO OTHOILIEHHE Ha HeHHaTa YCTOHYMBOCT, CIIPABEATMBOCT H
MalabupyeMocCT.

[Tpu BHepsiBaHE HA CHCTEMATa C LeJl MOAAbPKAaHE HAa BUCOKA TOUHOCT M CHBMECTHMOCT C TEKYILIMTE
peasHyl JaHHH € OT CBLIECTBEHO 3HaYeHHe OOHOBABaHETO Ha Moesia. ToBa M3UCKBAHE € YIOBICTBOPEHO
ype3 MpHJIATaHe Ha MOJAXO0JAa 332 UTEPAaTHBHO (MHKPEMEHTA/IHO) oOydyeHHE, NPH KOHTO MOJENBT Ce
ajlanTvpa KbM HOBOIOCTBIIBaILa MHGopMauusa 0e3 Hyx¥JAa OT NBIHO NpeoOydeHue. Tosa Mmo3BoisABa
€/IHOBPEMEHHO Obp3a peakius Ha MPOMEHH H 3alla3BaHe HA Beue NMPHAOOMTH 3HAHHUsA, KOETO € BaKHO
NpU IMHAMHYHA cpena 1 oOHOBsiBaHe Ha JaHHHUTe. MoaenuTe ce BHeApsABaT ¢ nomomira Ha TensorFlow
Serving, ormakoBanu B Docker koHTeHHepH, KOeTo rapaHTHpa MocleIoBaTe/IHa, Maladupyema 1 JIECHO
NPEHOCHMa cpejia 3a XocTBaHe. Beeku Mozien ce chXpaHsaBa BbB BEPCHOHHA TUPEKTOPHS KaTO JOCTBIBT
1o Hero ce ocbirecTBsaBa ype3 REST API (Representational State Transfer Application Programming
Interface), crexm koeTo: MomeNsT H3BBLPIIBA IpelcKa3BaHe Ha ©Oaszarta Ha MONANEHUTE IAHHM;
MOMy4YEeHUTE TNpEACKa3aHHs c€ ChXpaHABaT B 0a3a JaHHM; Te3M pe3ynTaTH CIyXaT KaTo BXOZ 3a
npurarens Ha npenopbku (Recommendation Engine), KOHTO reHepupa KOHKPETHH MPEAI0KEHMA.
dunanHata npenopbka ce GuUITpUpa U Npeuru3upa Ype3 MOy 3a OLeHKa Ha nonesHocT (utility-based
scoring), KOMTO OTYMUTA: pEIeBAaHTHOCT CNPAMO NMOTPeOUTENS; HOBOCT Ha ChABPKAHHETO; ABJIra ONaIlika
(long-tail) — mpenopbKM U3BBH HAH-MONMYAAPHUTE €IEMEHTH; aKTYATHOCT Ha MPEATOKEHUATA.

MetononorusTa H3MoN3Ba pa3fieIHO 00y4eHHEe Ha IOAMOMYJIHMTE, KOETO IMO3BOJIABA MapaleilHo
TECTBAHE Ha OTAEHHUTE KYJIH M HE3aBHCHMO ONTHMH3MpaHE HAa TEXHUTE napameTpH. ToBa yilecHsABa
ajianTauuaTa KbM CreUMHYHHM clieHapuH Ha ynortpeba, HanpuMmep OM3Hec noTpeOHTENM ¢ KpaTKH
NPE3CHTAUMH M AKAAEMHYHH IMOTPEOMTENN C IIO-ABJITH U CTPYKTYPHpPaHH Marepuaiu. [loaxoast
MO3BOJIABA CBHUIO BHEApsABaHE HAa MHOros3aza4yHa (multi-task) apxurekTypa, NHpH KOSTO OCBEH
MPOTHO3HpaHe Ha PeHTHHI, MOJEIBT MOXKe MapajelHo Aa KiacuuuMpa THNa Ha npodiema WM Ja
MPOrHO3MPa BEPOATHOCTTA OT YCNEX MPH MpUJIaraHe Ha NpenopbKara. 3a npeojgonsBane Ha aAucdanaHc
B JAHHUTE CE€ M3I10/J13Ba NPETETJIAHE HA KIACOBETE M aJlanTHpaHe Ha (QyHKUUATA 3a 3aryda. BpemeBure
BXOZIOBE C€ MOJENIHMPAT 4Ype3 CHHYCOMJATHHM TpaHC(HOpPMALMH, a TIPH HYXKJa Ce BKIKYBA BPEMEBO-
YYBCTBUTENIEH MEXAaHU3bM 32 BHUMaHue (time-aware attention), Koo na GokycHpa 00y4EeHHETO BBPXY
Hal-pe/IeBaHTHUTE TOYKH BBB BpeMeTo. IlocToOpaboTkata Ha NpenopbkHTE BKINOYBAa (QMITPH 3a
pasHooOpa3ne, HOBOCT U MOKPHUTHE, KOETO € BaKHO 32 M30ArBaHe Ha [OBTapsLIH CE NPENOPBKH U 3a
CTHMy/IHpaHe Ha oOpa3oBaTenHus Hanpeabk. [lpmnaranero Ha obpaTHa Bpb3Ka OT MOTPEOMTENINTE
(feedback loop) ocurypsBa QMHAMHYHO CaMOYCBBBPIUEHCTBAaHE HAa MOZeNa U I03BoOJABa Obp3a
ajanTalMsi KbM INPOMEHAINM Cce€ IpeanoyuTaHusA. Taka METOJOJOTHATa ChuYeTaBa AbJIOOKa
MepCOHANM3alMs, BpEMEBA aIaNTHBHOCT M Malabupyema apxXUTEKTypa, MPUTOAHA 3a JBJITOCPOYHO
BHEIPABAHE M pa3BUTHE.
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To3u MHOTOO6P&3€H CIIEKTHEP OT CBBPEMEHHH METOOH, MOAXOAH H METPHKH 38 MAallIHHHO oﬁyqe}me,

nepCcoHaIu3upaHa o6paTHa BPpb3Ka B JMHAMH4YHA CpC€Ia U OLICHKAa Ha IPCIOPBUYHTCIIHUTE CHCTCMH Ca
00EeKTHBHA OCHOBA 3a MOCTHTHATHTE IIPHHOCH OT U3CIEABAHUATA B JUCEPTALHUATA.

5. Hay4Hu u/vnu Hay4YHONPUIOXHN NPUHOCK Ha AUCepPTaUNOHHNA TPYA

Hayynu npunocu

PaszpaboTeHa ¢ METOZOJIOTHS 3a MEpPCOHAIM3HPAHA CHCTEMa 3a MPEMOpPBKH 3a MoaoOpsABaHE Ha
[PE3eHTAUMOHHUTE YMEHHS U BH3YaIHATA CHITIACYBAHOCT Ha CJAiI0BEe UYpe3 METOIH HA MAIIHHHO
1 16100K0 00ydeHHe.

[IpennoxeHa e KOHLENLHUA 32 HHTETPHPaHa CHCTEMa, KOMOMHUpaLla NOBEAEHUYECKH, ChAbpPKATE/IEH
¥ BH3yaJleH aHaJIM3 Ha MPE3EHTAIMHU 32 ABJITOCPOYHO MOA00psABaHE HA MPE3eHTALIMOHHUTE YMEHHS
Ha moTpeOUTENINTE, H3rpaJeHa OT TpU OCHOBHU Moayina: Pstyle Checker 3a aBToMaTH3MpaHa OLCHKA
Ha CTHJIOBAa KOXepeHTHOCT; Presentation Checker 3a oTkpuBaHe Ha po0lieMH U TPEILKH B ClIaiI0Be
upe3 MHOBATHUBHA [BYKJIOHOBAa KOHBO/IOLMOHHA HEBPOHHA MpEKa W MALIMHA 33 TMPENnopbKH C
XMOpH/ICH MpernopbYBall Moies]1, KOMOHHHUpalll PUITpHUpaHE IO ChAbPIKAHHE H MAILIHHHO 00y4YcHHE;
PAdvisor 3a reHepHpaHe Ha MEPCOHATH3HPAHH OOYYHTENIHM npenopbky. CHCTEMaTa € M3rpajeHa
BBPXY MOJAYJIHA apXHTEKTypa 3a MHKpPOYCIYTH M C€ OTJIHYaBa ¢ I'bBKABOCT, MallabMpyeMOCT H
YCTOMYMBOCT KATO TpHIara Hai-noOpute mpakTukd Ha Machine Learning Operations U e
ChbBMECTHMA C KOHLEMIIMUTE 3a HeMpeKbcHaTa HHTerpanus U gocraBka (CL/CD), nabmomaemoct
(observability) u ycroiuuBocT Ha rpemky (fault tolerance).

CHHTE3MpaHy ca ¥ CPAaBHEHH [BA MOXO0A 32 MYJITH-€THKETHA KIacubHKaLus Ha n3o0pakeHus 3a
CTHJIOBA CBITIACYBAHOCT HA Mpe3eHTauuH, 0a3upanu Ha TpaHchopMauus Ha npobireMa upes
He3aBUCHMMHM OMHApHH KIacM()UKATOpH M aJaNnTHpPaHe HA AITOPUTbMA 4Ype3 COHHEH MOJIET.
AHaJM3MpaHH ca OTPAaHMYEHHATA HA MOJAXOJa C aJaNTHPaHE Ha aAropuTbMa MO OTHOLIEHHE Ha
npeobyuaBaHe, MamabupyeMoOCT U HHTepIpeTHpyeMocT. M3BeneHH ca npeaMMcTBaTa Ha Ioaxo/a
¢ TpaHchopmalus Ha podiieMa, KOWTO € mo-e(eKTHBEH B YCIOBHA Ha HeOalaHCHPaHH K/1aCoOBE.

CheTaBeHa e JBY-KJIIOHOBA apXMTEKTypa Ha KOHBOJIIOLHOHHA HEBPOHHAa Mpeka 3a OLEHKa Ha
CTHIOBa CHIJIACYBAHOCT Ha CJIaiiIoBe B NPE3EHTALHs, KOSATO M3BJINYA NTAPAJIENIHO XAPAKTEPHCTHKH
OT JIBa Claiiaa, H3I013Ba CBhP3BaHe U NOIBIHUTENIHU IUTETHH CIIOEBE 3a MO-TIPELH3HO MOIeTIHpaHe
Ha B3aHMOBPB3KHUTE U MOCTHTa [T0-BHCOKA TOYHOCT CHPAMO KJIACHYECKH CHAMCKH HEBPOHHH MPEKH
1 TpaauuHoHHM MeTpHuku Kato SSIM (Structural Similarity Index Measure) uin ORB (Oriented
FAST and Rotated BRIEF). IIpeaumcTBaTa Ha npeiokeHaTa apxXuTeKTypa ca 1o-BHCOKa TOYHOCT
IpH OLEHKA Ha CXOACTBO, MO-100pO MOJIENHpaHE Ha B3aMMOBDPB3KHUTE MEKAY BH3yalHHUTE
XapaKTepPUCTHKH, aJanTHPaHe KbM pa3IMYHH THUIOBE H300pakeHHs, Mo-cTabHiaHO oOyueHHe
OiarofiapeHne Ha TEXHHKHUTE 32 PEryJIapH3alys U 1o0pa pa3mHupseMocT npH OB mogo0peHHs.

Hayuno-npunosicrhu nputocu

[TpennoxkeH e moaxon 3a GpopMHpaHe U CTPYKTYpHpaHe Ha KOMIUIEKCEH Habop OT JaHHH, KOHTO
MHTErpupa pa3HooOpa3HH M3TOYHUIM M THMOBe HHGopMalms, HeoOXOQHMH 33 H3TPaKIaHETO Ha
CHCTEMa 3a TepCOHATH3HPAHH MPENOPBKH U BKIKOYBA 00eHHABAaHE Ha MOTPEOUTEICKH NPO(HIIH,
AHOTHPAHH Mpe3eHTalNH, YueOHH MaTepHaIl H aBTOT€HEPHPAHH JaHHH.

PazpaboTeHa e mpoueaypa 3a npeasapurenta obpabotka ¥ yHHpHUMpaHe HA JAaHHUTE B YHCIIOB
(opMat, CbBMECTHM C aArOPUTMH 3@ MALIMHHO U AbI00KO 00yueHHe, KOATO BKIKOYBA NPOLELypa
3a npeaBapuTeaHa 00paboTka n yHHHIMpaHe Ha JaHHHUTE, BKIIOYBAIla Ipeo0pa3yBaHe Ha BCHYKH
KaTeropHalH¥ M TEKCTOBH XapaKTepHCTHKH B 4YHCIOB (opmaT ype3 OHWHApHO KOIMpaHE;
M3paBHsABAHE HA BIIOKEHH CTPYKTYPH 3a MTOCTHIaHE Ha CbBMECTHMOCT € aITOPUTMH 3a MALIMHHO H
aeI60K0 00ydeHHe; TpeMaxBaHe HAa HECBBMECTHMH M AyOuiupaHu aTpHOYTH; oOeIMHSABaHE Ha
JAHHM OT pa3IM4YHH M3TOYHHLM B YHH(QHIMpaHa CTPYKTYpa, [103BOJIABAIIA JIECHO CPaBHEHHE H
M34KCIIIBAHE HAa CXOACTBO.

Cucremara € OTBOpeHa 3a MmomoOpeHHs - 3a 00y4eHHe Ha MOJENHM 3a BCAKA OT MOA3aJayHTe Ha
CLOTBETHHTE MOLY/JIH Ha CHCTEMara (OTKpHBaHE Ha NMPOOIEMH B CHABLPXKAHHETO HA MPE3EHTALHH,
OLIEHKA HA CTUJIOBA CHIIIACYBAHOCT MEXk/Y CITaHI0Be, TeHepHpaHe Ha NPENOPBKH, aallTHPAHH KbM
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HHIMBHAYAIHMA TIOTPEOMTENCKH KOHTEKCT) Morar aa ObJaT MNpWIOKEHH H aJalTHpaHH
YCBBBPLICHCTBAHH aITOPUTMH 32 MAIIHHHO U 1bI00K0 00yuyeHue.

- TlpenoppunTtenHara cucTeMa 3a MPE3EHTALMH € IPOSKTHPAaHa KaTO MOAY/IHA apXUTEKTYpa, B KOATO
BCEKHM KOMIIOHEHT MOKE J1a C€ BHE/JIPABA U aKTYAJIM3UPa HE3aBHCHUMO OT JPYTHTE.

- JlepuHupaHu ca sICHH KPHTEPHH U € olpenesieH Halop OT METPHKHM 3a KiIacHbHKalMOHHHUTE M
[IPENOPBYUTEIHUTE MOJYIH, OCUTypsiBall OOeKTHMBHAa OlLleHKa Ha €(eKTHBHOCTTAa Ha BCEKH
KOMITOHEHT M Ha IIJIOCTHAaTa CHCTEMa, B TOBa YHCII0 otaitH MeTpukH (TouHoct, F1, MAE), onnaitn
metonH (A/B TecTBane, noTpebutencka oOpaTHa Bpbh3ka), KAKTO M METOIH 3a IOCIIEABalla OlIEHKa
cliell BHEIpsABaHE Ha CHCTeMaTa B peajHa cpela, KOETO OCHUIypsBa HaJekIEeH MEXaHHM3bM 3a
BAIHAMpaHe U aflaliTHpaHe Ha CHCcTeMaTa CIpsAMO HYXKINTE Ha KpallHHTE MOTPEOUTENH.

- Ilpeanoxena e wanoctia MLOps (Machine Learning Operations) nHdpacTpyKTypa 3a BHepsABaHe
Ha CHCTEMAaTa 3a MPETNOPBKH 3a HHTEIUICHTHO M TIEPCOHAIM3MPAHO Ch3/aBaHE Ha MPE3CHTALNH,
KOSITO BKIIIOYBAa KOHTEHHEpH3alMs, BEPCHOHMPAHE, ABTOMAaTHYHO PA3IOJIOKEHHE U MOHHTOPHHT,
CTpaTervy 3a HHKPEMEHTAITHO M aKTHBHO 00y4eHHE ¢ BKITFOYEHH MEXaHU3MH CpPEILy KaTacTpohaiHo
3abpaBsHe U chOMpaHe Ha MOTpeOHTENCKa 0OpaTHA BPB3Ka 3a 3aTBOPEH LIMKBJ Ha MOA00pEHHUE.

Ipunosicnu npurocu

- Onucan e HOTpe6HTBJICKPIH CL[CHapr;l Ha M3MOJ3BaHC Ha CHCTEMATa — OT 3apCiKIaHCTO Ha
Npe3cHTaAlNs I0 ITOJYy4YaBaHETO Ha OGY‘HITGIIHH MPEeToOpBKH, KaKTO U JaHHHUTE, C KOHUTO € 06}"-ICH
BCCKH OT MOIYIIHTEC.

- Cob3pmazenu ca aBa crieqHaiM3upaHu Habopa OT JaHHH: pbYHO BBBEINCHHM AaHHH OT 912 peannu
CraiIoBe 3a CTPYKTYPHO-ChObPKATENICH aHATH3 M cHHTeTHYeH Habop ot 6000 uzobpaxkenus 3a
CTHJIOBA CBIJIACYBAHOCT C KOHTPOJ BBPXY BH3YAIHH NapaMeTpH.

- H3cnenBaHero e MOAKPENEHO ¢ €KCMIEPUMEHTATHA YacT, KOATO MPEACTaBsA JETal/IHO MIaHUPAHETO,
MPOBEKAAHETO U aHAIH3a Ha eKCTIepUMEeHTH 3a BallMIHpaHe Ha cucTemara “Presentation Advisor™.
M34epriaTenHo e MpejcTaBeH LEIHs Mpolec — oT GopMy/IHpaHe Ha eKCIepMMEHTalHaTa paMKa J10
HHTEpIpeTalus Ha pe3yJTaTUTe — KaKTO 3a OTJeJHUTE MOAYTH (BH3yalHa KBaJHpHKALMUSA U
CTHJIOBA KOXEPEHTHOCT), TaKa M 3a LiA1aTa CHCTeMa. 3a BCEKH MOJYJ ca OIHCAHH HM3M0I3BAaHHUTE
NaHHH ¥ eKCIIEPUMEHTAJHATa METOMOJIOIHA, B PAMKHTE Ha KOATO ca Ae(MHHMpPaHH METPHKH 3a
OlLICHKa Ha €()eKTHBHOCTTA W KAU€CTBOTO Ha npenopbKUTe. IIpeacTaBeHn ca Bb3MOKHH CTpAaTEruu
3a BHe/JpsABaHe, OOHOBABAHE M OLIEHKA HA ,,MHTErpUpaHara CUcTema’, B KOSATO MOAyIUTe paboTaT
CbBMECTHO 32 IeHepHpaHe Ha KpailHuM rnepcoHanusupaHu npenopbku. HanpaBen e cpaBHHMTENEH
aHATH3 MEXIy pa3IH4YHH apXUTEKTYpH, BKIKUHTETHO TaKHBA, KOHTO ca pasrielaHd B
TeopeTHYHaTa M eKCIlepUMeHTanHaTa ¢asa, HO He ca u30paHM 3a (uHanHaTa peanusauus. Tosa
oOycnaBga o0ocHOBaH W300p Ha HaW-MOAXOAAIM MOENH 3a yrmoTpeba BB3 OCHOBa Ha OIMTHH
pe3yaTaTy.

OueHsiBaM BHCOKO HAYYHHTE, HAYYHO-IIPHJ/IO’KHH H MPHJIOKHH TMPHHOCH Ha JJHCepPTaluATA.

6. OueHKka 3a cTeneHTa Ha NUYHOTO yqyactue Ha AuceptaHTa B
npuHoOCUTe.

3a JIMYHOTO y4acTHEe Ha JHMCEPTAHTa B NPHUHOCUTE CBJAS OT €IHA CTpaHa OT H3/I0KEHHETO B
IHCepTalUATa, KOETO € TOTHYHO II0CTIeI0BaTeIHO, C H3YeprnaTeaHa 000CHOBKA Ha MPHJIaraHd METO/IH,
MOJXOIH ¥ METPHKH; ChC 3aIbJIOOYEHH aHAIM3H U CpaBHEHHs Ha Pa3IMYHH H3IOJI3aBH ChbBPEMEHHH
MHTEIMTeHTHH TeXHOJIOTHH U 000CHOBaH M300p Ha M3110JI3aBaHe B IUCepTalUATa, ¢ 100pe o6ocHOBaHa
1 100pe WICTpHpaHa eKcrepuMeHTanHa yacT. OT apyra cTpaHa, ChIVIaCHO HAYYHHUTE MyOJIMKaluH
JOKTOPAHTBT € Ha ITbPBO MSACTO B YETHPH CbBMECTHH MyOIHKALMH C HAYYHHSA PBKOBOIHUTEN, a IPYTHUTE
ABe MyOIMKaLMKU ca caMOCTOATETHH. ToBa MM 1aBa OCHOBAHHE 1a CYMTAM, Y€ MOCTHTHATUTE PE3YIITATH
OT M3CNIE/IBAaHMATA B AUCEPTALIUATA Ca JIMYHO JEJI0 Ha JIOKTOpaHTa.



7.  TpeueHka Ha nybnvkauumTe No ANCEpPTaALMOHHUSA TPy

3HAYMUTEIHO Cd HAABHUUIEHH MUHHUMAIHHMTE H3UCKBAaHHUA MO TO3M MOKA3aTes - OTNEYATaHH ca 6
Hay4YHH MyOIMKaLMHK C PEe3yATaTH OT JMCEPTAlMATa, OT KOWTO ABe ca camoctosTenuu [1, 2]. Yetnpu
ot nyonukamuute ca B crnmcanus “Computer and Communication Engineering” [1], ,,Journal on
Information Technologies & Security” [4], ,Journal Engineering, Technology & Applied Science
Research® [5], MexayHapoaHo Hay4yHo cnucaHue Ha MDPI ,Electronics® [6]. [IBe myOnukauuu ca
nHjaexcupanu B WoS u umat uMnaxt daxrop, (4] u [6]. Tpu nyénukauun ca unaexcupanu 8 SCOPUS
[3,5, 6] katro [6] uma SJR u KBapTHIL.

PesynratuTe OT MOC/AeAHUTE M3CIEABAHUSA Ha AUCEPTAHTa BeYye ca LMTUPAHU OT YYKAECTPAHHH
aBropu: [4] uma | murtupane mpe3 2025 B ,International Journal on Information Technologies &
Security* ; [6] uma 2 unTHpanus B cnucanue ,,Electronics®. ToBa e noTBBpKAEHKE 32 3HAYUMOCTTA Ha
MOCTHTHATHTE B IUCEPTALUATA PE3YATAaTH, NPU3HATH OT MEKAYHApOHATa Hay4yHa OOIIHOCT.

8. 3non3saHe Ha pe3yntaTtuTe OT ANCEPTALUMOHHUA TPYA B HayyHaTa
1 coumanHara npakTuka.

PaspafoTeHata mepcoHalM3MpaHa NpeNoOpbYMTENHA CHCTEMa OTrOBaps Ha ChbBPEMEHHHTE
M3MCKBaHMA 3a aJIAIITHBHO, TEXHOJOIHYHO ¥ 00pa3zoBaTeIHo MoarnomMarane Ha norpeburenure. He camo
e MpeUIoKeHo e)eKTHBHO TEXHHYECKO pellieHHe 3a Mofo0psBaHe Ha MPe3eHTalHTe, HO € Ch3JaZaeHa
METOAOJIOIUsl 32 MHTEJIMIeHTHA OOYy4YMTeTHAa TeXHOJOTHA C BHCOKA CTENEeH Ha IepCOHATH3ALMA U
o0sicHumocT. BHeipsiBaHeTO Ha cHcTeMara ce OCHOBABa Ha NMPUHIIMITA HA MOAYJTHOCT KaTo BCEKH MOJIEN
NPEACTAB/IsABA CAMOCTOSATEIEH M HE3aBHCHMM MOJIY/l OT apXUTEKTYypa Ha MUKPOYCIyrd. TO3M MOAXO
OCHUTypsiBa TBBKABOCT, OTIEPATUBHA HAZE)KIHOCT U yIECHABA YIPABICHHETO HA CHCTEMATa B IHHAMHYHA
cpena. Beexu mMoayn (yHKUMOHMpa H30JMPaHO, KOETO AaBa Bb3MOJKHOCT 3a MapalelHO Pa3BUTHE,
TecTBaHe M npeoOydaBaHe. O0ydyeHHETO Ha MOJENIHTE Ce W3BBPLIBA OQUaifH C 1le1 rapaHTHpaHe Ha
cTaOMIIHOCT, KOHTPOJIHMpaHa OlIeHKAa Ha I[POM3BOJAMTENHOCTTa M M30ArBaHe Ha HEKelaHH edekTH B
peanHo Bpeme. IlpennoxeHaTa KOHLENTyalHa apXHTEKTypa Ha MpENopbuYHTENHATa CHCTEMA CJIEBa
Hait-noOpute mpakTHkH B obmactra Ha MLOps (Machine Learning Operations) 1 e chBMecTHMa ¢
KOHLIENMHUTEe 3a HelmpekbcHaTa MHTerpauus u gocraBka (CI/CD), mabmiomaemoct (observability) u
ycroiunBocT Ha rpemkd (fault tolerance). Pa3paGoTenara apXMTeKTypa MO3BOJIIBA MOHHTOPHHT Ha
MPOU3BOAMTEIIHOCTTA, JIeCHO H00aBsiHe Ha HOBHM MOJENH M MHHHMAaJHAa B3aHMO3aBHCHMOCT MEXIY
komnoneHTure. ToBa BOAM /10 M0-100pa yCTOMYMBOCT HA CHCTEMATa U OCUI'YpPsiBa Bb3MOKHOCT 3a Obp3a
aJanTanus KbM HOBH H3UCKBAHUSA U TaHHH.

Pesyntatute 0T MOIy/1a 3a MPOBEPKa Ha ChABPKAHUETO U CTPYKTYpaTa Ha Mpe3eHTAlMUTE MOKa3BaT
BMCOKA CTEIEH Ha TOYHOCT MPH MAEHTH(HUIMpaHE Ha YeCTO CPEIIaHW TPElIKH B IPE3CHTALHHTE C
M3I0I3BaHe Ha TPEIOKEHHs B IHUCEPTALHOHHNUS Tpya Moaen. [TocTUrHAaTH ca BUCOKH CTOHHOCTH 3a
METPHKHTE 3a OlleHKa Ha KJlacH()UKaIHA (TOYHOCT, IPELH3HOCT, BJIHOTA), KOETO MOKa3Ba, Ye MOAENbT
¢ crmoco0eH Ja ce ajanTHpa KbM pa3IUYHH BHAOBe NpeseHTauwu. [Ipm monaymna 3a cruiiosa
CBIIaCYBAHOCT, MPEITOKEHHAT MOJIE/ YCIIABA a pasrpaHH4y CTHIIOBO HECHBMECTHMH ABOIKH. ToBa €
0c00EHO BayKHO 3a BH3yaJHaTa IBUIOCT Ha NPOQECHOHATHH Mpe3eHTaunH. [IpenopbunTeIHUAT MOIYIT
JIEMOHCTPHPA BHCOKA MEPCOHANIM3ALMA, OCOOEHO Clel BKJIIOYBAHE HA KOHTEKCTYAJTHH U BpPEMEBH
daxTopu. TIpunaraHeTo Ha OLEHKA HA MOJE3HOCT H BPEMEBO-UYBCTBUTEICH MEXAHH3BM 32 BHUMAHHE
3HAYMTE/IHO NMOJ00PSABa PaHTa Ha MPENOPHKUTE U MOBHIIABA TAXHATA YMECTHOCT CIPAMO HYKIHTE Ha
notpeduremns. L{snocTHata olleHKa Ha cHcTeMara ,,Presentation Advisor, u3BbpiieHa upe3 KOMOUHAIHSA
OT od1aifiH METPUKH IOKa3Ba, 4e CUCTeMaTa € He caMo ()YHKLMOHAJIHO TBJIHOLIEHHA, HO H MOTEeHLIHATHO
NpHIokKHMa B peanHa cpena. PaspaboreHa e cxema 3a moeTamHa OHJIAHH OIEHKA, OCHTYpsBaIla
HaZeXKIHO HU3MEpBaHe Ha ABITOCPOYHHS e(eKT BbpPXY IPEe3eHTALHOHHATE YMEHHS Ha TOTpeOuTenTe
IIpH U3MOJ3BaHE Ha CHCTEMaATa 3a IPEIOPBKH.

Te3u xapakTepuCTHKH Ha paspaboTeHaTa MHTEMIeHTHA CHCTEMA 3a MPeNnopbku 00ycnaBs WHPOKOTO
i NpUIOKeHHe B HaydeH, couMaseH M OM3Hec acrnekT. MoaynHata apXMTEKTypa U H3M0JI3BaHETO Ha
ChBpPEMEHHH WH(OPMAIIMOHHH TTOAX0IN ca MPearnocTaBKa 3a BHEApsABaHe B peanHa cpena. Cucremara e
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MOJIe3eH HHCTPYMEHT 3a Oo0y4eHHe M CaMOOLEHKAa Ha IIPE3CHTAlMOHHM YMEHHA, MPHIOKHM B
YHHUBEPCHTETCKH KYpCOBe, 00YUHTEeHH eHTpoBe H GupMeHH oOydenus. [IpoBenenute excriepuMeHTH
JOKa3BaT eeKTHBHOCTTA, HAJCKHOCTTAa H YCTOWIMBOCTTA HA CHCTEMATA MPH PEAHU YCIIOBHS, KOETO
¢ MOTeHLINAN 33 PUJIOKEHHE H B IpYTH 001acTH Ha UHPpPOBOTO 00yueHHe.

9. OueHKa Ha CbOTBETCTBMETO Ha aBTopedepaTta ¢ ANCepTaLMOHHNA TPYA.

ABTOpedepaThT 0Tpa3siBa OCHOBHHTE METOIM, TOAXOAM, MOJIE/H, AITOPUTMH H TIPHHOCH OT
JHCepTaLHATa.

10. MHeHus, Npenopbkn 1 6enexku.
CuwuramMm, ye paborara e MHOro 100pa B TEOpPEeTHYHO M NPUIOKHO HampaBieHue. [Ipenopbskata Kem
JIOKTOPAHTKATA € J1a TIPOABIDKH M3CIeABaHusATa B U30paHara nocoka, crloMeHara B Kpas Ha IicepTauusTa
H JIa IpOJb/KaBa J1a MyOIHKyBa pe3y/ITaTHTE B MPECTHKHH H3JaHHs.

g 3aKnw4yeHune

Juceptannsta Ha mar. Mapus ITerpoBa BrnaxoBa-TakoBa orroBaps Ha yciaosuaTa Ha 3PACPD u
[MIT3PACPE. [licepTaliHOHHHUAT TPYA ChABPKA HAYYHH, HAYYHO-TIPHIIOKHH H TIPHIIOKHH PE3YITATH
C MHOBaTHBeH XapakTep. Te HMaT OpHTHHAJICH MPHHOC B HAayKaTa, KOUTO OLEHABAM IOJIOKHTETHO.
ITocraBenara Len Ha AUCepTalHOHHaTa paboTa e u3mbiaHeHa. KaHauaaTkara npurexana 3a1b1004eHH
3HAHMsA 1O M3Ce/IBAaHATa TeMaTHKa. T8 JEMOHCTpHpa COCOOHOCT 3a CAMOCTOATE/IHH U3CIIE/BAHUSA U
YCHELIHO U3ITbIHEHUE Ha pelaBaHuTe npodiemMy. Y0eaeHo NpenopbsYBaM Ha YBaKaeMOTO HAy4HO
JKYPH NpHChKIaHe HA o0pa3oBaTe/IHATA H HAYYHA cTeneH ,JOKTop“ Ha mar. Mapus Ilerposa
Buaaxosa-TakoBa B oOmact Ha Bucme oOpazoBaHue 5. TeXHHYECKM HAyKd, NpOQECHOHATHO
Harpasjiedre 5.3 KoMyHHMKalMOHHa M KOMITIOTbpHA TEXHHKa, JIOKTOpcKa mporpama ,,Cucremu ¢
H3KYCTBEH HHTEIEKT".

[Aata: 20.01.2026 PELEH3EHT:
/npoch.ATH.Kpacummpa Ctounosa/
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1. Actuality of the problems in the PhD thesis
The large volume of digital information in our time leads to information overload for users.
One solution for filtering information is recommender systems and in particular presentations,
which are constantly used in academic and business environments. The main goal of the
recommendation system is to analyze users' presentations, identify the most common problems,
and provide personalized recommendations for improving the presentations. Traditional
approaches to improving presentations rely primarily on templates, which limits dynamic and
personalized user learning. This necessitates the need for an intelligent recommendation system
that not only points out the weaknesses of a given presentation, but also offers reasoned
recommendations with an element of learning. The relevance of the research in the dissertation is
determined by two contemporary trends: the need for automated and adaptive technologies to
improve users' digital communication skills and the development of personalized

recommendations through artificial intelligence methods.

2. Degree of knowledge of the state of the problem

The aim of the research in the dissertation is to design, develop and validate a personalized
recommendation system that uses modern approaches from the field of machine and deep learning
to analyze and improve presentations through intelligent, explainable and educational feedback.
The doctoral student is well acquainted with the state of the problem. She has conducted an in-
depth review of the development of recommender systems and has analyzed in detail the features,
advantages and limitations of heuristic and expert-based recommender systems, classical
algorithms with collaborative and content-based filtration, hybrid recommender systems, as well
as modern approaches using deep learning, recurrent networks, autoencoders, and reinforcement
learning. When developing the tasks set in connection with achieving the research goal, a high
professional level of interpretation of the literary material and very skillful application of a wide
range of current information technologies, artificial intelligence methods and statistics in the
methods, approaches, strategies, models and algorithms developed by the doctoral student have
been demonstrated.



3. Correspondence of the chosen research methodology and the set goal and
tasks of the dissertation with the contributions achieved

There is in-depth knowledge of a wide range of methods, including: theoretical research of
methods and algorithms for machine and deep learning with application in recommender systems;
comparative analysis and synthesis of hybrid architectures of deep neural networks for identifying
visual, structural and style problems in presentations and generating personalized learning
recommendations; design and implementation of a prototype of a recommendation system for
analyzing and improving presentations through intelligent, explainable and learning feedback;
evaluation, validation and verification of the proposed methodology and hybrid architectures for a
personalized recommendation system; statistical methods for processing and presenting the
obtained experimental results. I believe that there is full compliance of the selected scientific
methods to achieve the goal set in the dissertation.

4. A brief analytical description of the nature and assessment of the credibility of
the material on which the contributions of the dissertation are built

Generating personalized recommendations to improve a user's presentation skills and to
refine a specific presentation is a complex problem that requires the integration of multiple
technologies and approaches.

In the training phase, various machine learning algorithms have been tested to determine the
most effective one for the multi-label image classification task in the recommended presentation
system. The problem transformation approach was chosen to solve the multi-label image
classification task. This method allows the use of well-studied binary classifiers, with each
category (label) being treated as a separate binary classification task.

The models evaluated include logistic regression, decision tree, random forest classifier,
support vector machine, K-Nearest Neighbors, Naive Bayes, Back Propagation Neural Network,
and Convolutional Neural Network. Of all the evaluated models, the use of a convolutional neural
network showed the best results and that is why it was chosen for training the model in the multi-
class presentation recommender system. The selected recommender model presented in the
dissertation applies Reinforcement Learning and the Deep Qnetwork (DQN) algorithm. This
choice is driven by the model's ability to learn from user interactions and adapt recommendations
over time. DQN uses deep learning to approximate optimal Q-values, allowing the agent to
efficiently explore a large space of actions and balance exploration and use of the most rewarding
actions. A challenge in recommender systems is the problem of cold start when new users or new
items have limited historical interactions. Traditional methods such as collaborative filtering
perform poorly in such situations, but reinforcement learning-based models such as DQN exhibit
better adaptability. The choice of DQN is appropriate because it allows the model to “dynamically
adapt” to both new users and new items, improving the recommendation process without relying
entirely on historical data. Traditional methods such as collaborative filtering perform poorly in
such situations, but reinforcement learning-based models such as DQN exhibit better adaptability.
The choice of DQN is appropriate because it allows the model to "dynamically adapt" to both new
users and new items, improving the recommendation process without relying entirely on historical
data. In some cases, a complete retraining is necessary, for example, in the case of significant
changes in user behavior, a large influx of new users, or a significant deterioration in performance
metrics. For smaller changes, retraining on new data is sufficient. Scheduled retraining can be
triggered automatically if performance declines below a set threshold. Since the model follows the
principles of Temporal Difference Learning and Q-Learning, full training from scratch is not
always necessary. Q-values are updated incrementally after each interaction via the Bellman
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equation, allowing the model to improve and adapt in real time, reducing the need for resource-
intensive retraining.

I highly appreciate the developed approach to classification model evaluation, which is
important for measuring how accurate, robust, and reliable a model performs in a real-world
environment. This evaluation includes both offline methods (essential for evaluating recommender
systems because they allow for measuring the diversity and quality of experience before the system
is deployed for real-world use) and online methods (they measure the effectiveness of the
recommender system in real-time with the participation of actual users and provide direct
indications of the practical value of the recommendations). Online evaluation of recommender
systems is important for system optimization based on real-world feedback, as it provides
information on how users interact with recommendations in a real-world environment. The
doctoral student is not limited to these important assessments (a set of indicators were used for
each of the two types), but further envisages an evaluation of the system after implementation in a
real environment in terms of its sustainability, fairness and scalability.

When implementing the system in order to maintain high accuracy and compatibility with
current real data, updating the model is essential. This requirement is met by applying the iterative
(incremental) learning approach, in which the model adapts to new incoming information without
the need for complete retraining. This allows for both rapid response to changes and preservation
of previously acquired knowledge, which is important in a dynamic environment and data
updating. Models are deployed using TensorFlow Serving, packaged in Docker containers,
ensuring a consistent, scalable, and easily portable hosting environment. Each model is stored in a
versioned directory and accessed via a REST API (Representational State Transfer Application
Programming Interface), after which: the model makes predictions based on the data provided; the
resulting predictions are stored in a database; these results serve as input to the Recommendation
Engine, which generates specific suggestions. The final recommendation is filtered and refined
through a utility-based scoring module, which takes into account relevance to the user; novelty of
the content; long-tail — recommendations outside the most popular elements; topicality of the
suggestions.

The methodology uses separate training of submodules, which allows parallel testing of
individual towers and independent optimization of their parameters. This facilitates adaptation to
specific usage scenarios, for example, business users with short presentations versus academic
users with longer and more structured materials. The approach also allows for the implementation
of a multi-task architecture, where in addition to predicting a rating, the model can simultaneously
classify the type of problem or predict the probability of success when applying the
recommendation. To overcome imbalance in the data, class weighting and loss function adaptation
are used. Temporal inputs are modeled using sinusoidal transformations, and a time-aware
attention mechanism is included when needed to focus learning on the most relevant points in time.
Post-processing of recommendations includes filters for diversity, novelty, and coverage, which is
important for avoiding repetitive recommendations and stimulating educational progress. The
implementation of a feedback loop ensures dynamic self-improvement of the model and allows
rapid adaptation to changing preferences. Thus, the methodology combines deep personalization,
temporal adaptability, and a scalable architecture suitable for long-term implementation and
development.

This diverse spectrum of modern methods, approaches and metrics for machine learning,
personalized feedback in a dynamic environment and evaluation of recommender systems are an
objective basis for the contributions achieved by the research in the dissertation.
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5. Scientific and practical achievements in the PhD thesis

Scientific contribution

A methodology has been developed for a personalized recommendation system to improve
presentation skills and visual coherence of slides using machine and deep learning methods.
A concept for an integrated system combining behavioral, content and visual analysis of
presentations for long-term improvement of users' presentation skills is proposed, built from
three main modules: Pstyle Checker for automated assessment of style coherence;
Presentation Checker for detecting problems and errors in slides using an innovative two-
branch convolutional neural network and a recommendation engine with a hybrid
recommendation model combining content filtering and machine learning; PAdvisor for
generating personalized training recommendations. The system is built on a modular micro-
services architecture and is characterized by flexibility, scalability, and resilience by
implementing Machine Learning Operations best practices and is compatible with the
concepts of continuous integration and delivery (CI/CD), observability, and fault tolerance.
Two approaches for multi-label image classification for presentation style consistency,
based on problem transformation using independent binary classifiers and algorithm
adaptation using a single model, are synthesized and compared. The limitations of the
algorithm adaptation approach in terms of overtraining, scalability, and interpretability are
analyzed. The advantages of the problem transformation approach, which is more effective
in unbalanced class conditions, are derived.

A two-branch architecture of a convolutional neural network has been developed for
assessing the stylistic consistency of slides in a presentation, which extracts features from
two slides in parallel, uses connection and additional dense layers for more precise
modeling of relationships, and achieves higher accuracy compared to classical Siamese
neural networks and traditional metrics such as SSIM (Structural Similarity Index
Measure) or ORB (Oriented FAST and Rotated BRIEF). The advantages of the proposed
architecture are higher accuracy in similarity estimation, better modeling of the
relationships between visual features, adaptation to different image types, more robust
learning thanks to regularization techniques, and good extensibility for future
improvements.

Scientific-applied contribution

An approach is proposed for forming and structuring a complex data set that integrates
various sources and types of information necessary for building a personalized
recommendation system and includes the unification of user profiles, annotated
presentations, learning materials, and auto-generated data.

A procedure for pre-processing and unification of data in a numerical format compatible
with machine and deep learning algorithms has been developed, which includes a procedure
for pre-processing and unification of data, including conversion of all categorical and text
features into numerical format through binary encoding; alignment of nested structures to
achieve compatibility with machine and deep learning algorithms; removal of incompatible
and duplicate attributes; merging data from different sources into a unified structure,
allowing easy comparison and calculation of similarity.

The system is open to improvements - advanced machine and deep learning algorithms can
be applied and adapted to train models for each of the subtasks of the relevant modules of
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the system (detecting problems in the content of presentations, assessing style consistency
between slides, generating recommendations adapted to the individual user context).

- The recommender presentation system is designed as a modular architecture in which each
component can be implemented and updated independently of the others.

- Clear criteria have been defined and a set of metrics has been determined for the
classification and recommendation modules, providing an objective assessment of the
effectiveness of each component and the overall system, including offline metrics
(accuracy, F1, MAE), online methods (A/B testing, user feedback), as well as methods for
subsequent evaluation after implementing the system in a real environment, which provides
a reliable mechanism for validating and adapting the system to the needs of end users.

- A comprehensive MLOps (Machine Learning Operations) infrastructure is proposed for
implementing the recommendation system for intelligent and personalized presentation
creation, which includes containerization, versioning, automatic deployment, and
monitoring, strategies for incremental and active learning with mechanisms against
catastrophic forgetting and user feedback collection for a closed loop of improvement.

Applied contributions

- The user scenario of using the system is described - from loading a presentation to receiving
training recommendations, as well as the data with which each of the modules is trained.

- Two specialized datasets were created: manually entered data from 912 real slides for
structural-content analysis and a synthetic set of 6000 images for stylistic consistency with
control over visual parameters.

- The study is supported by an experimental part that presents in detail the planning,
implementation and analysis of experiments to validate the “Presentation Advisor” system.
The entire process is comprehensively presented — from formulating the experimental
framework to interpreting the results — both for the individual modules (visual qualification
and style coherence) and for the entire system. For each module, the data used and the
experimental methodology are described, within which metrics for evaluating the
effectiveness and quality of recommendations are defined. Possible strategies for
implementing, updating and evaluating the "integrated system" in which the modules work
together to generate final personalized recommendations are presented. A comparative
analysis was made between different architectures, including those that were considered in
the theoretical and experimental phases but were not selected for the final implementation.
This has led to a reasoned selection of the most suitable models for use based on
experimental results.

I highly appreciate the scientific, scientific-applied and applied contributions of the
dissertation.

6. Assessment of the degree of the dissertation candidate's personal participation
in the contributions.

I judge the personal participation of the dissertation candidate in the contributions on the one
hand from the presentation in the dissertation, which is logically consistent, with a comprehensive
justification of applied methods, approaches and metrics; with in-depth analyses and comparisons
of various modern intelligent technologies used and a justified choice of use in the dissertation,
with a well-founded and well-illustrated experimental part. On the other hand, according to the
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scientific publications, the doctoral student is in first place in four joint publications with the
scientific supervisor, and the other two publications are independent. This gives me reason to
believe that the results achieved from the research in the dissertation are the personal work of the
doctoral student.

7. Assessment of the Ph.D. publications

The minimum requirements for this indicator have been significantly exceeded - 6 scientific
publications with results from the dissertation have been published, two of which are independent
[1, 2]. Four of the publications are in the journals “Computer and Communication Engineering”
[1], “Journal on Information Technologies & Security” [4], “Journal Engineering, Technology &
Applied Science Research” [5], MDPI International Scientific Journal “Electronics” [6]. Two
publications are indexed in WoS and have an impact factor, [4] and [6]. Three publications are
indexed in SCOPUS [3, 5, 6] with [6] having an SJR and quartile.

The results of the dissertation's recent research have already been cited by foreign authors:
[4] has 1 citation in 2025 in the "International Journal on Information Technologies & Security";
[6] has 2 citations in the journal "Electronics”. This is confirmation of the significance of the results
achieved in the dissertation, recognized by the international scientific community.

8. Using the results of the dissertation work in scientific and social practice

The developed personalized recommendation system meets the modern requirements for
adaptive, technological and educational support of users. Not only is an effective technical solution
proposed to improve presentations, but a methodology for intelligent learning technology with a
high degree of personalization and explainability has been created. The system implementation is
based on the principle of modularity, with each model representing a separate and independent
module of a micro-services architecture. This approach provides flexibility, operational reliability
and facilitates system management in a dynamic environment. Each module operates in isolation,
which allows for parallel development, testing and retraining. The training of the models is
performed offline to ensure stability, controlled performance evaluation and avoidance of
unwanted effects in real time. The proposed conceptual architecture of the recommender system
follows the best practices in the field of MLOps (Machine Learning Operations) and is compatible
with the concepts of continuous integration and delivery (CI/CD), observability and fault
tolerance. The developed architecture allows for performance monitoring, easy addition of new
models, and minimal interdependencies between components. This leads to better system
resilience and provides the ability to quickly adapt to new requirements and data. The results of
the module for checking the content and structure of presentations show a high degree of accuracy
in identifying common errors in presentations using the model proposed in the dissertation. High
values were achieved for the classification evaluation metrics (accuracy, precision, completeness),
which shows that the model is able to adapt to different types of presentations. In the module for
style consistency, the proposed model manages to distinguish stylistically incompatible pairs. This
is especially important for the visual integrity of professional presentations. The recommendation
module demonstrates high personalization, especially after including contextual and time factors.
The implementation of a usefulness assessment and a time-sensitive attention mechanism
significantly improves the rank of recommendations and increases their relevance to the user's
needs. The overall evaluation of the Presentation Advisor system, carried out through a
combination of offline metrics, shows that the system is not only functionally complete, but also
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potentially applicable in a real environment. A step-by-step online assessment scheme has been
developed, providing reliable measurement of the long-term effect on users' presentation skills
when using the recommendation system.

These characteristics of the developed intelligent recommendation system determine its wide
application in scientific, social and business aspects. The modular architecture and the use of
modern information approaches are a prerequisite for implementation in a real environment. The
system is a useful tool for training and self-assessment of presentation skills, applicable in
university courses, training centers and company trainings. The conducted experiments prove the
effectiveness, reliability and sustainability of the system under real conditions, which has potential
for application in other areas of digital learning.

9. Assessment of the correspondence of the abstract to the dissertation work
The abstract reflects the main methods, approaches, models, algorithms and contributions of
the dissertation.

10. Opinions, recommendations and notes

I believe that the work is very good in both theoretical and applied aspects. The
recommendation to the doctoral student is to continue her research in the chosen direction, mentioned
at the end of the dissertation, and to continue publishing the results in prestigious publications.

11. Conclusion

The Dissertation of Maria Vlahova-Takova meets the requirements of the Law on the
Educational and Scientific Degree "Doctor' and the Regulations for its implementation.
The dissertation work contains scientific, scientifically applied and applied results of an

innovative nature. They have an original contribution to science, which I evaluate positively. The
set goal of the dissertation work has been fulfilled. The candidate has in-depth knowledge of the
research topic. She demonstrates the ability for independent research and successful implementation
of the problems being solved. I strongly recommend to the Honorable Scientific Jury the award
of the educational and scientific degree "Doctor" to Maria Petrova Slavova-Takova in the field of
higher education 5. Technical sciences, professional field 5.3 “Communication and computer
technology” in the doctoral program: ,,Artificial Intelligence Systems”.

20.01.2026 Member of the Scientific Jury:

/Prof. DSc. Krasimira Stoilova/



