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PEqEH3nfl
A[ceprauhoHeH TpyA sa npr4o6uaaHe Ha o6pasoearenHa r HayqHa

cTeneH ,,4ortop"
Aarop Ha AucepraqhoHHus rpy4. Mapua llerpoaa Bnaxoea-Taxoaa
Tenta na gucepraunoHHt4tt rpy4:MEloAt/1tl AflToPL1TMt4 3A nEPCoHAIt13tAPAHt/
CI/CTEM14 34 NPENOPTKI4

Pe4eueeur. npoS. prn. Kpacuuupa Croilnosa

PeqeHsuqT a e l.{3rorBeHa B KaqecrBoro M}r Ha qJreH Ha Ha)rqHo xyprr, Ha3HaqeHo crc 3anosea Ns

O)K-s.3-60121.1 1.2025 r. na Pexropa Ha TexnlrqecxHg yuuuepcurer-Corfux.

.{ucepraqroHuuxr rpyr e s o6eN{ or 197 crpaur.ruu Karo BK.rrroqBa )Eoa, qerllpn rJraBr.r, cr}rc6r
Ha ocHoBHure npuHocr{, cnrrctK Ha ny6ruxaqlrzre no arrcepraurrrra rr rr3noJr3BaHa Jr}rreparypa.
I{rrupauu ca o6uo 143 nureparypnu r.r3ToqHr{uu, BcrlrrKn Ha JrarnHr4rla.

1. Axryannocr xa paepa6orBaHils B AucepraqiloHHr4H rpyA npo6neu
foleuurr o6e:r.r qnQpora mrQopruauar B Haruero ctBpeMr.re BoAu Ao uuQopuauuoHHo

nperoBapBaHe xa no'rpe6u'rerx're. Eauo peueuHe :a tlr.urpupane na raSopuaqu-ara ca cHcreMHre 3a

nperropBKn u B qacrHocr [pe3eHTarl]rr.{Te, HenpeKGcHaro H3rrolr3Baxr.{ B axaaeMr.rrrHure u 5u:uec
cpe4u. Ocuosnara qen Ha cllcreMara 3a npenoplKr,r e aH{rnr,r3upaHe Ha npe3eHTar1r.rr.rre Ha

norpe6urerure, u4eururfruupane na nafi-qecro cpeqaHure npob:reuu H flpeaocraBrHe Ha

nepcoHanrr3r.rpaHr.r flpenoptKr, :a nogo6penue Ha [pe3eHTarIr{HTe. TpaauunoHuure noaxo.{Ll 3a

noAo6pqealre Ha npe3eHTaur4r-I pa3qr4Tar ocHoBHo ua ura6rouz, Koero orpaHnqaBa .quHaMlrrrHoro r.r

nspcoHanr.!3rrpaHo o6yreuue ua norpe6ure:rure. Tosa o6yc:ranx neo6xo.u.rrrlocr or UHTeJII{reHTHa

cucreMa 3a npenoprKr{, Korro He caMo aa nocoqBa cla6ocrure Ha aaaeHa flpe3eHTarlufl, Ho H.qa
npeA:Iara o6ocnosaHrr npeflopr,Klr c ereMeHT na o6yreuae. Axrya:rxocrra Ha r.r3cneABaHero B

Ar.rceprarllrrra ce o6ycaare or ABe cbBpeMeHHn reHAeHrllrr: Heo6xoauuocr or aBTor\{aru3r4paHx ,l
aAalrr-rBHr{ TexHonorau sa no4o6prnaae ua qzQpoBrre Korvryl{[Kaur.roHHE y{eHfi{ na norpe6urerure
H pa3BrrrreTo Ha flepcoHi]nr.r3r.rpaHrrTe npenop6Kr.r qpe3 MeroAr.r Ha r{3KycTBeH r.rHTeJre(T.

2. Crenex Ha no3HaBaHe clcronHilero Ha npo6neMa il TBopqecKa

IHTepnpeTaLlr9 Ha Jlt4repaTypH14F Marep14an

I-{elra ua rr3cneABaH}trra B Ar4ceprarlr4rra e Aa ce npoe(T}lpa, paspa6oru rr BanuAr.rpa

rrepcoHanr.r3upaHa cxcreMa 3a npeflopbKu, Korro r.r3rroJr3Ba ctBpeMeHHH [oAxoAr.r or o6lacrra Ha

Ma[rHHHoro n gr,r6ororo o6yreure 3a aHaJrrl3 lr no4o6p.rraue Ha npe3eHTaqr{}r qpe3 HHTeJrr.rreHrHa,

o6scsuua u o6yrnreana o6parna apraxa. ,(oxropaHrKara e orruqHo 3ano3Hara c6c clcrorHuero Ha

npo6nerrra. Hanparula e sa4rr6oqen o6:op na pa3Burrrsro Ha crcreMuTe 3a npenoptxrl u no4po6uo e

a:r^anv3upu:a oco6euocrure, npearlMcrBara I,r orpaHr,rqeHr.rrra Ha eBpr.rcrr.{r]Hrz r er<cnepruo-6a3upaHH
cr{creMn 3a rrpefloplKr,r, x;racuqecKrl iuropzrMr{ c xora6oparurna Sul:rpaqur u Qurrpaqra, 6a:upaua
Ha cbatpxanue, xu6pu4ru npeuoprqr.rrerur.r c creMH, KaKTo H ctBpeMeuHu flo,e(oarr c u3non3Baue Ha

ar,r6oro o6yrenne, peKypeHTHr,r Mpexrr, aBroeHxoaepn, o6)"resue c noAcrrnBaxe. flpn parpa6orrane
Ha [ocTaBeHlTe 3aAaql BbB Bpt3xa c nocT]rraHe Ha qeJrTa Ha II3cneABaHxrTa e AeMoHcTpvpaHo BI4coKo

npoQecuonanuo HraBo Ea HTepnperarl[r Ha nnTeparypu[r, Marepuan E MHoro yMero fip]InaraHe Ha

rxr{poK crrexr"bp or aKTyanHr,r auQoprtraquoHufi TexHoJror ta, MeroArl Ha r{3rycrBeHur r.rHreJIeKT H

crarucrlrKaraspaapa6orexrreorAoKTopaHTKaraMeroar.r,floaxoAtr,crpare.rH,MoaeJrr{}raJrropr.rrMli.
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3. Croreercrsile xa rs6paHara MeroAilKa Ha r43cneABaHe c

nocraBeHara qen il 3aAaqr Ha ArcepTaLlroHHxfi TpyA

Ha,rnqe e:aar,r6oqeso 3HaHrre Ha urupor( I(p6r or MeroAn, MexAy Kolrro: TeoperuqHo H3cneABaHe

Ha MeroAr.r Ir aJrropr.rrMr4 3a Maur.ruHo u arn6oro o6yreHae c flpr4noxeHr.re B c[creMu 3a rrpenop6(]r;
cpaBHureneH aranu3 Lr c[HTe3 Ha xr,r6pr,ranu apxrrre(T]pr4 na 4r:r6oru HeBpoHr{rz Mpexr,r 3a

uqeuru$uqnpaue Ha Bu3yaJrHr{, crp5T}?Hlr u cruJroBrl npo6aenu B fipe3eHraqrrfi u reuepr.rpaue Ha

nepcoHilJrrr3rpaHra o6yrr.rrennu rrpenoptxu; flpoeKTupaae r{ rrMrrreMeHTarlu.s Ha rrpororr.rfl Ha cxcreMa
3a rrpenoprK[ 3a aHaJru3 u noAo6prgane na rtpeseHTarlux rrpe3 HHTeJrHreHTHa, o6rcunlra u o6yrureaua
o6parna Bp:s3l<a; oqeHra, Ra rp.a\Hfl u nepu$uxaqru Ha npeAnoxerara MeroAoJIorI4, u xlalpnguu
apxrzrercrypu 3a nepcouirnr.r3rrpaHa crrcreMa 3a [peloprKu; crarl,tcruqecKlt Meroafi 3a o6pa6orra u
npeacraBrlHe Ha noJr)AeHr.{Te eKcnepfiMeHTanHLI pe3ynrafiI. Cuurarr.r, qe I,IMa IItJrHo cborBercrBr{e Ha

r.r6paunre Ha)qHH Meroalr 3a flocruraue Ha [ocraBeuara IIen B Arrcepraqr{qra,

4. Kpaxa aHanilTrqHa xapaKTeprcr[Ka Ha ecrecrBoro 14 oqeHKa Ha

AOCTOBepHOCTTa Ha MaTepilana, Btpxy KO]4TO Ce rpaAFT npilHoc]4Te Ha

Ar4cepra LliloH H 1,re rpyA
feHepupaHero Ha [epcoHanrr3rrpaErr npenoptror aa noao6p.rraue Ha npe3euTarl[oHHrrTe yrueHur Ha

norpe6urel u sa yctBbprrreucrBaue Ha KoHKperHa npe3eHTaur.rr flpeacraBJr.,rBa cJroxeu npo6:reu, rofiro
H3trcKBa nHTetparIH, Ha MHoxecrBo rexHoJlornr r, floaxoalr.

Ha erana ua o6yreHue ca recrBaHn pa3nr{qHu aJrropurM}r 3a Marrrr,rHHo o6yrenre, 3a Aa ce

oflpeAeJr]r na -etferrrarru-rr 3a 3aAaqara rto MyJrrrl-err,rxerua r.nacurfzxaq[r Ha uso6paxeaua a

flpenoprqurenHara cr,rcreMa 3a npe3eHTar1ru. 3a peuranaHe Ha 3aAaqara 3a Mynrll-srflKerua
xlacu$lrr<aqur na rco6paxenvt e us6pau noaxoat,r ua rpancrf oprrrupaHe Ha upo6aeua. To:u rrae:ro4

n03BoJrtBa r{3noJI3BaHsro na 4o6pe npoyreuu 6uuapuu xracxQuxaropx xaro BcrKa Kareropxr (eruxer)
ce rperlrpa Karo caMocrorrenua 6unapHa macutfuraqaouna 3aAarla.

Oqesenure Mo.qeJlr.r BK;rroqBar :IorltcrlrqHa perpecur, AbpBo Ha pelxeHrrrra, x;racu$uxarop ctc
c:ryrafinu ropu (Random Forest), rrre'roa Ha o[opHnre Bexroprr (SVM), uaczQurau]ur c Hafi-6ausxz
cr,ceAu (K-Nearest Neighbours), Har.{BeH Beficor xaacu$rlrarop (Naive Bayes), ueoponHa Mpexa c
o6parno pa3npocrpaueHre Ha rpeuKara (Back Propagation Neural Network, BPNN) u

KoHBoJrrour{oHHa HeBpoHHa rupexa (Convolutional Neural Network, CNN). Or BcrrqKH orleHeHl{

MoAenH x3non3BaHETo Ha KoHBoJrrouuoHHa HeBpoHHa Mpexa e [oxa:aaa nafi-4o6pu pe3yJrrarn, nopaan
xoero e u:6pana:a o6yrenre na rtloAena B Mynrr.r-K;racoBara npenoptrrr.rreJrHa clrcreMa 3a flpeseHTarirrH

l4:6pauuer [pefioprqBaul MoAer, flpe4craBen B Aucepraur,roHHns rpyA, [prrJrara o6yreuue upe:
noAcurrBaHe (Reinforcement Leaming) u amopzrrrra Deep Qnetwork (DQN). To:z ur6op e o6ycroeea
or B!3MoxHocrra Ha Mo,qeJra aa ce ytr[ or ssafiMoaeficrBrura c norpe6zrerure rr aa aAalrupa
npenoptxnTe c BpeMero. DQN usnoa:ea aur6oxo o6yreuue 3a aflpoKcr.rMaurr.e na onruuamrure Q-
crofiuocru, Koero [o3BoJIrBa na arenra etfeKTI,IBHo.qa LI3cJIeaBa toJrrMoro flpocrpaHcrBo ot geficrnza
u \a 6atascupa MexAy rccneABaHe L r{3no.,I3Base ua uafi-narpaxgaBaHrrre Aeicrsus.
flpe4r.r:uuxareacrBo rrpa flpenopbr{urerHr,rre crrcreMu e npo6aerr.ra c Haqa[Ha Jrr{[ca Ha aasnu (cold
start) Koraro HoBu no'rpe6menn urH HoBr.r ereMeHTu HMar orpaHr.rqeHr }rcroprrqecKr.r Baauvoge crrr.rr.
'fpaanuaonuu're Mero,qr.r Karo xoaa6oparunua Quarpaqrrr ce cnpaBrr cra6o g raKuBa cr.rryaqulr, Ho

MoAeJrH, 6asupanu ua o6yreHr.re c noAclrJlBaue raro DQN [posBrBar no-Ao6pa aganrrnnocr. I4:6oprr
ua DQN e yr!{ecreH, trfi raro [o3Bon Ba Ha Mo.qeJIa Aa ce ,,aAanrnpa .qlrHaruuqno" KaKTo KaM HoBH

rrorpe6ure,ru, TaKa I., KlM HoBlr ereMeHTlr, noAo6prsafixn npoqeca Ha npenoptKr,r 6eg aa pasqfira
Hsrlrlro Ha ucropuqecrr .&anr . Brs Bpc3(a c ar.rr{aMrrKara na norpe6rrercxlrre r:alrrrlogeficrBrrr, e

Lr3noJl3BaHa x ,,crparerH.rr 3a [peABaprrrerno o6yrenae" (pretraining). Trfi xaro MoAernre 3a

o6yreure qpe3 aoAcfi.nBaue Henpexlcnaro o6uoersa'r cBorra noJrr{Tr.rKa B!3 ocHoBa Ha HoBu

s:auMoaeficrsnr, npouecrr Ha noBTopHo o6yrenue ce piBnflrraBa or ro3u npr.r KJracuqecKuTe

anroplrrMlr 3a Marrrr.rHHo o6ylenue. B Hcro cn)rqar e neo6xogulro nr,ruo npeo6yreHr.re, HanpnMep

npr.r 3HaqLrreJtHL npoMeHr.r n no, pe6urercxoro rroBeAeHue, npr4 roJIrM npr{Tox Ea nosr norpe6xrenu
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n pv roJrrMo BJrorlaBaHe Ha MeTpuKr.rTe 3a upeacTaBrHe. flpl,I [o-MaJrKr{ npoMeHH e AocraT:bqHo
Aoo6),r{aBaHe BGpxy HoBu AaHHu. flJraHr,rpaHoro rroBTopHo o6yqeHHe Moxe Aa ce 3aAeficrBa
aBTOMaTfiqHO, aKO Ce HaonroAaBa HaMaJrrBaHe Ha npOr.r3BOAUTenHOCT'ra nOA 3aAaAeH npaf. T6ii KarO

MoAentr cJIeABa npxHrrunare Ha ,,Temporal Difference Leaming" ra ,,Q-Leaming", He BHHarl{ e
neo6xo4uuo nuruo o6yrenue or HaqaJro. Q-crofiuocrnre ce aKTyantr3l.rpar floeranHo creA Bc,rKo

sgal,I]*,roAeficTsl{e qpe3 ypaBHeHIrerO ga Eellran, koeTo AaBa B!3MoxHocT Ha Mo.{eJ'ra Aa cc
ycGBbpIIIeHcrBa a aI.aflTrpa B peirnHo BpeMe, HaMirnrBailxs upxAa:ra or pecypcHo-IrHTeH3rzBHo

npeo6yrenue.
OqeH-flsal.r eucoro pa:pa6oreHurr noaxoa 3a orIeHKa ua x,racuQuxaquoHHu, Moaen, Korro e BaxHa

3a u3MepBaHe AoKoJrKo rovuo, cra6nluo r4 HaAer(.{Ho pa6orlr ga4eu MoAeJl B peanna cpe4a. Ta:ll
oIIeHKa BKnloqBa rarro orf:rafin lrero4u (or clulecrBeHo 3HaqeHlre 3a oqeHxa Ha npenoprqr.rrerHhre
cHcreMLI, 3aIIIoro no3BonrBar r{3MepBaHe Ha uuoroo6paruero r.r KaqecrBoro Ha flpexr,rBrrBaHero npeAu
cucreltar:a 4a 6tae H3[on3BaI{a 3a peaJrHa ynorpe6a), rara u ourafiH rrrero4r (r.rruepBar eQerfluBHocrra
Ha npenopbqr4rerHara crrcreMa B perurno BpeMe c fracrr.rero na geficrnure,nxu norpe6ureru u
npeAocraB.f,r AnpeKTHu HHAnKarIuu 3a flpaKTr{qecrara croinocr Ha npeflopr,Kurg). Ouraiu oqeuxara
Ha npenopr,rll4TeJlHllTe cI,IcTeMH e BaI(Ha 3a oIITIIMI{3aIIIUITa Ha CI,ICTeMaTa 863 OCI{OBa Ha peanHa

o6parua upmra, rrfi Karo ocrryprBa ru<popuaqur 3a roBa RaK norpe6nrearre rsauuoqeficrrar c

npenopbrure B peaJIHa cpe,qa. ,{oxropaxxara ue ce orpaHaqaBa caMo ao re3u BaxH[ orIeHKH (:a ncexu
or aBara rr4na ca rroJI3BaHI4 Ha6op or nora3areJlr.r), Ho rrpeaB[xAa rro-Harartr orIeHKa Ha cucleNra'la
cneA BHeAprBaHe B peanHa cpera uo orHoruenre ua sefinara ycrofi.runoct, cnpaBeAnuBocr r.r

MaI]Ia6upyeMocr.
flpu rxegprsane Ha cr4creMara c qen flonqrpxaHe Ha Br.rcoKa roqHocr t4 ctBMecruMocr c reKyxIHTe

perurHH AaHHIT e or ctulecrBeHo sHa,reHue o6HogrBaHero Ha MoAeJra. Tosa H:r4cxsaHe e y.(oBne'r BopeHo
.rpe3 rtp naraHe Ha noAxo,{a 3a HTeparrrBHo (unxperueHraruo) o6yrenue, npu xoiro MoAenbr ce
aaaflrr.rpa (6M r{oBorrocrrnraqa ruQopuauxr 6e: HyxAa or ntnuo npeo6yrenue. Tosa no3BorrrBa

eAHOBpeMeHHO 6rpSa peaxqur Ha [poMeHu r, 3a[a3BaHe ua reue npu4o6rl"tu SIf,aHl/,r, KoeTo e BaxHo
npu AIrHaMI.rqHa cpe4a u o6noaaraHe Ha AaHHrrre. MoAerure ce BHeAprBar c aoMorrlTa na TensorFlow
Serving, orraxoBaHlr B Docker ron, eftueprr, Koero rapaHTlrpa nocJrgAoBareJrHa, ruarua6upyeua a recuo
npeHocuMa cpeAa 3a xocrBaHe. Bcexu rr.ro4er ce crxparrrBa 868 BepcuorrHa ArrpeKTopr.rc Karo ,qocrtn,t,r
ao Hero ce ocaqecrBrBa upes REST API (Representational State Transfer Application Programming
Interface), cneA Roero: MoAemr rr3BrpurBa [peacKa3BaHe Ha 6a3ara Ha noaaaeH Te aaHHH;
nonyqeurre npeAcxa3aHu, ce cbxpaHf,Bar n 6asa 4annu; re3fi pe3ynrarx cn)D&ar Karo BxoA 3a

aBurareJu Ha npenopaKn (Recommendation Engine), KofiTo reHepnpa KoHKperHrr npeanoxeHuf,.
<Dunaraara rrperroptxa ce Ounrpupa x nperlr43r.rpa qpes MoAyn 3a or{eH(a Ha norre3Hocr (utility-based
scoring), xo ro orqlrra: peJreBaxTHocr cflprMo norpe6urett; HoBocr Ha ctatpxaHuero; Ar,nra onatt:Ka
(long-tail) - npeloprKu H3BIH uafi-nonyrxpuure eneMeurn; aKryanHocr Ha npeA;roxeHrrrra.

Merogoaoruxta 3[oJr3Ba pa3,qeJrHo o6freHue Ha noAMoAynrrre, Koero [o3BoJIrBa napanenHo
TecrBaHe Ha oraeJrHr.rre xynz r.r He3aBxcHMo onrHMu3lrpaHe Ha rexHtlTe flapaMerpa. Toaa yrecH.asa

aAaurarluqra rtu cneqnQuvuu c\elr,aplarr ua ynorpe6a, Haflpr.rMep 6u:uec uorpe6urenu c Kparl(rl
npe3eHTarluu H aKaAeMr{qHH norpeburoru c [o-A6nrr,r ]r crpyKTypr-rpaHr{ Marepr,rirJrrr. floaxoar,r
no3BoJUrBa cbulo BuealrrBaHe Ha MHoro3aaauHa (multi-task) apxurerrlpa, npr.l Ko{To ocBeH

nporHo3r{paHe na peiiruur, MoAenar Moxe napanenuo 4a uacr$uqnpa rxna na npo6leua r,ru 4a
nporHo3r{pa Bepof,THocrra or yc[ex rrpa np naraHe Ha npenoptKara. 3a npeo4oa.rnase na auc6arauc
B AaHHI.ITe ce t-r3rroJreBa [perenrrHe Ha RrracoBere r aAanrr.rpaHe Ha Q)rrru{l{rra 3a 3ary6a. Bpeueure
BxoaoBe ce MoAenupar trpe3 clrnycolrAanur.r rpancrf opuaqrlH, a IrpH Hfx,qa ce BK]r]oqBa BpeMeBo-
qyBcrBltrereu Mexanr,r3lM 3a BH[MaHr,re (time-aware attention), xoft'ro aa Qoxycupa o6yreHLIero 86pxy
nafi-perenaurxure rorrKr4 BrB BpeMero. flocro6pa6orxara Ha flpeflopbKure BKJrroqBa Smrpu :a
pasnoo6pa-:xe, HoBocr u noKpIrrlte, KoeTo e BaxHo 3a I.r36rIfBaHe Ha noBTap.surj ce nperoptK[.I H 3a

crrrMyrrrpaHe na o6pasooa'rernr,r, Ha[pea6K. flpmarane'ro Ha o6parHa Bpt3xa or norpe6urerure
(feedback loop) ocuryp.rea Ar.{HaMrrr{Ho caMoycrBtpueHcrBaHe Ha MoAeJra t no:eo,uea 6rpsa
aAa[TarJI.r, KtM npoMeHrrqu ce npeanoqlmasux. Taxa Meroaororxqra ctqeraBa at'r6or<a
nepcoHarn3arlrlr, BpeMeBa aaa[TrrBHocr rr Maula6]rpyeMa apxrrreKT]pa, np]rro.qHa 3a AbrrocpotlHo
BHeAprrBaHe r,r pa3BllTHe. 
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To:u lruoroo6paseH crreKTbp or cbBpeMeHH14 Meroau, noaxoar.r r4 MerprrKr{ 3a Maul.rHno o6yreuue,
lepcoHarru3upaHa o6parna Bpc3ra B AltHaMLIqHa cpeAa u orIeHKa Ha npenopbqnrennurg cucreMrr ca
o6errusua ocuoBa 3a nocrurHarrdre rrpuHocH or H3cneABaHr.rrra B Ar.Iceprarllrrra.

5. Hayvuu vlnnv Hayv.lonp[noxH]4 nprHocl4 Ha AtacepraquoHHr4F rpyA
Hayunu npunocu

- Parpa6oreHa e MeroAoJrorfl, 3a nepcoutrJru3r.rpana cucreMa 3a npenoprKx ea nogo6prsaue na
npe3euTaur.roHulrre yNreHrrs H Br.r3yarHara cbrracyBauocr na caafigone qpes MeroAu Ha MarrrHHHo

u Ara6oro o6yreur.re.

- flpearoNeua e KoHuerrutlr 3a I{HTerp[paHa cHcreva, xou6unupaua [oBeaeHqecKLI, ctarpxareJleH
H BH3y&'reH aHaJrr.r3 Ha npe3eHTarrnlr 3a atnrocporrHo nogo6praaue Ha npe3eHTaq[oHHrrre yMeHxq

ua norpe6urerure, H3rpaAeHa or rpr,r ocHoBHl, MoAyna: Pstyle Checker :a aBToMarr.r3rrpaua orIeHKa

Ha crr,rroBa koxepeHrHocr; Presentation Checker :a orxpunane ra npo6leuu r.r rperuxn r c.nafi.qore
qpe3 r,rHoBaTHBHa AByK.rroHoBa r(oHBoJrroulroHHa HeBpoHHa Mpexa fi Marlrr{Ha 3a npenop6Ku c
xu6pnqeu npenoplqBall Mo4e:r, rortr6uuupaur <prurpupane no cbAbpxaHae n uauruuuo o6yrenNe;
PAdvisor 3a reHepr.rpaHe Ha nepcoHanu3r.rpanu o6yrurelnrr nperropGror. Cucrelrara e x3rpaaeua
B6pxy MoAyJrHa apxrrreKTypa 3a Mr,rKpoycJryru u ce orJrr,rqaBa c rcBKaBocr, uarqa6rpyeuocr r
ycroftvurocr Karo rrpr{Jrara naii-4o6pure trpaKrllKx na Machine Learning Operations tl e

clBMecruMa c KoHueflqrlrrre 3a Herrpe(bcgara unTerpaq]r, u AocraBra (CI/CD), ua6.nrcAaeuocr
(observability) n ycrofi.ruroct Ha TpeIIIKLI (fault tolerance).

- Crnresupauu ca H cpaBHeHrr ABa [oAxoAa 3a MyJrrr]-erur(erHa xnacNrpuxaqur ua n:o6paxexnr :a
crHnoBa carJracyBaHocr Ha npe3eHrarllru, 6a:upaHu ra rpanct|opvaqur ua npo6reMa qpe3

He3aBHcr,rMu 6unapnr ruracztpuraropn n aAarrrr.rpaHe Ha zrJrroprlrtMa qpe3 eat,tHen MoAeJr.

Anaauaupanu ca orpaHr,rqeHr.rrra Ha [oAxoAa c aAanrlrpaHe Ha ,InroplrrtMa no orHoureHue Ha

npeo6yranaue, rraula6npyeuocr Ir lrHTeprlperllpyeMocr. I'I:eeAenu ca npeAaMcrBara Ha fioaxoaa
c rpancSoprr.rauu.r na npo6aelra, rofiro e no-eQerrlrBeH B ycnoBru na He6arancupaHr.r KJracoBe.

- Csc'raseHa e ABy-KJroHoBa apxr.rreKTypa Ha KolrBoJrroluorrHa HeBpoHHa Mpexa 3a o[eHra Ha

crr.{roBa ctrnacyBauocr na craftaose B npe3exTaurrr, Korro fi3Bruqa napaneJrHo xaparTeplcrl{Kx
or aga caafi.qa, ,r3[on3Ba cB6p3BaHe r,r aorrtJrurrreJlull nrtTnra cJIoeBe 3a tro-IIpeqIBHo MoAenlrpaHe

Ha B3ar.rMoBpt3KuTe I{ nocTllra IIo-BLIco(a ToqHocT cnprMo Kjlacflqecl(u cfiaMcKL HeBpoHHH Mpex]I
H rpaauuHoHHr.{ MerpuKr.{ naTo SSIM (Structural Similarity Index Measure) r.rnr.r ORB (Oriented
FAST and Rotated BRIEF). flpequr!,craara Ha npeAJroxeHara apxrrreKrypa ca no-BucoKa ror{Hocr
apfi orIeHKa Ha cxoAc"TBo, no-Ao6po MoaenupaHe Ha B3aI,rMoBpr3KI{Te Mexay Bl{3yarH}lre
xapaKTepacrur(r{, aaarrrr.rpaHe K6M p{Brurrn}r ranore nao6paxenu-r, no-cra6uruo o6yrenue
6aaro4apeHlre Ha rexHlrrl{Te 3a peryJlrpx3aulrr z .qo6pa pa:nrupreMocr npr 6tAeIrIa noAo6peuu.r.

H ay u u o - n pun o crc Hu npuH o cu

- Ipea:roxen e noaxoa sa Qopr'rxpaue H crp)'Krypl4paHe Ha KoMnJIeKceu ua6op or ganuu, rofiro
HHrerpupa parnoo6pa:nr lr3ToqHrruu u rrrrroBe zurfopllaryu, neo6xoAlanu 3a l{3rpaxAaHero Ha

cr.{creMa 3a flepcoHarllr3l4paH]l flpenoprKr.r r,r BKJrrorrBa o6eAuugsaHe ua norpe6ureacrr npot|uau,
aHorrrpaHH rrpe3eHTaun[, yre6Hr uarepuaru L aBToreHeplrpaHu aaHHI,r.

- Pa:pa6oreHa e npoue.qypa 3a npeABapr.rrenHa o6pa6orxa r.r yruQrzurapane Ha AaHHLITe B qHcJIoB

$opr'rar, cbBMecrltM c aJrropr.rrMlr 3a MauHHHo r.r gt.:r6oxo o6yreuue, Korro BI(rIoqBa npoqeA)?a
3a npeaBapr,rrerua o6pa6orxa u ynu$uur.rpare ra aaHlllrre, BKJIIoqBaIIIa npeo6pa:ynane na rcrurr
Kareropxanur,r u reKcroBrl xapaKTeplrcrl,IKlr B qIrcJIoB Qoplrar upea 6unapno KoAI.rpaHe;

r.r3paBErBaHe Ha BJroxeHr4 cTpyKTypL 3a fiocTrrraHe Ha caBMecTr.rMocT c anropHTMrr 3a Maurr,rHlro n

Au6oxo o6yrenne; npeMaxBaHe Ha HeclBMecrlrMu n gyl:anpanu atpu6yrn; o6eAnxssaue Ha

AaHHlr or pa3nnrrHr4 rr3ToqHrzuu n yuuQruupaua crpyKTypa, [o3BonrBaula JIecHo cpaBHeulre u
u3r.tHcrrBaHe Ha cxoacTBo.

- Cucreuara e orBopeHa ga noao6penr-s - sa o6yreuue Ha MoaeJIIr 3a BcrKa or uoA3a.{aqure Ha

cborBerHlrre MoAynn Ha clrcreMara (orrpuuane na npo6aeuu B ccAtpxauuero Ha flpe3eHraqlrr,
orreHKa Ha cruJroBa crrurac)tsaHocr vexay cnafiAoBe, reuepLIpaHe Ha npenoprxl{, aAamHpaHH Icr,M
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UHNtB Aya,,tHUs [OTpe6r.rTenCKX KOHTeKCT) Morar Aa 6rqar npunOXeHU i a,,anrupa]H!/,
ycbBbplrreHcrBaHr,r arJropnrMr,r 3a MaurnuHo u arr6oxo o6yreuue.
flpenoprvxrenuara cHcreMa 3a rrpe3eHraqur,r e npoeKrHpaHa xaro MoAynHa apxHrerffypa, B Korro
BCeKrr KOMnOHeHT MOXe Aa Ce BHeApf,Ba r,r aKTyanr.r3Hpa He3aBHCHMO OT Apyrr4Te.

,{e$unnpaxu ca,cHu Kpr{Tep}ru u e oupeAeneH na6op or MerpuKrr :a x,racuQnxauuoHulrre L
apsloptrurrerurrre MoayJrr,r, oclrryprBaul o6errunna oueHKa Ha eifexrunnocrra Ha Bceltu
KoMloHeHT H Ha rlrJrocrHara cucreM4 B ToBa qucJro o$:rafin uerpuxr (rovnocr, Fl, MAE), oruafiH
Mero,Err (A/B recrBaue, norpe6urercxa o6parna rpr,rxa), xarro u MeroAI4 3a [ocJIeABaIrIa oIIeHKa

cnea BHeapsBaHe Ha clrcreMaTa B peaJIHa cpeaa, Koero ocHryprBa Haaex.qeH MexaHx3'I'M 3a

BrrJrr{aupaHe rr a.qanrtpaHe Ha cllcreMara clprMo H)r(Arrre ua rpafiuure norpe6zteru.
flpegnoxeHa e uqrocrlra MLOps (Machine Leaming Operations) uH$pacrpyrrypa 3a BHeapf,BaHe

Ha cI.ICTeMaTa 3a npenoprKll 3a IrHTeJrHreHTHo rr nepcoHilnH3HpaHo c63aaBaHe Ha [pe3eHTaIIHH,

Korro BKJIIoqBa xouT eiuepuraqnf,, BepclloHupaHe, aBToMarHqHo pa3floJloxeul{e LI MoHr.rropnHr,

crparerrri 3a r.rHxpeMeHTaurHo u arruaao o6yrexre c BKnroqeur,I MexaHfi3Ml cpeuyxaT acrpotfa.rHo
aa6panxue r cr6upane Ha norpe6urercxa o6parna epr:xa 3a 3arBopeH rIr.rKBn tra noAo6peHlre.

6. Oqexxa 3a creneHTa Ha flrqHoro yqacrre Ha AhcepraHTa B

nphHocrTe.

3a ruqaoro ) racrrre Ha Ar,rcepraHTa B flpr,ruocxTe cb.qlr or eAHa crpana or x3:IoxeHxero B

A\lcepraqfiqra, Koero e JIorurIHo [ocJIeaoBareJluo, c Il3qeplareJlHa o6ocnosxa Ha flpunaranlr MsroALI,

loAxoAH H MerpI,IKI{; c}c sa,qta6oqeHv aran 3u u cpaBHeHH, Ha pa3Jlr4wrr.r H3rrolr3aBlr c6BpeMeHHH

r{HTeJrrrreHTrrr.r rexsolorrau u o6ocnoran r.rs6op na r.r3rroJBaBaHe B AficeprarlHcra, c qo6pe o6ocuonaua
u 4o6pe HJrrocrpupaHa exc[ep]rMeHTrurHa r{acr. Or 4pyra crpaHa, ctrJracHo Ha1,.rHlrre ny6r,uxa\uu
AoKTopaHTtT e Ha rrbpBo Mrcro B qernpr{ cbBMecruu ny6raxaqrlr c Ha)qHH, plKoBoArrren, a ap)Tnre
4ee ny6raraquu ca caMocrorreJrr{u. Toga r,.r14 ,Eaga ocHoBaHlae aa cqr.rraM, qe nocrrrrHarure pe3ynrarn
oT t 3cJIeABaHrrrTa B AUCepTarIUrTa Ca JrHrrHO AenO Ha AOKTOpaHTa.

5

Ilpunocrnu npuHocu

- Onucas e norpe6rre:rcxrq cqelrapu Ha H3IIor3BaHe Ha cucreMara - or 3apexJ,aHero Ira

rrpe3eHTaurrfl Ao [oJrrraBaueTo Ha 06) irlTeJIHr.I [pe[opl,(I4, KaKTo [r AaHHI.ITe, c xolrTo e o6yleH
BCeKH OT MO,4ynHTe.

- CrsAaAeHu ca ABa cneqlranrr3rrpaHu ua6opa o'r aaurrn: pbqHo BrBeAeHrl AaHHrr or 912 peatnu
cJrafiAoBe 3a crpyKTypHo-ctAGpxareneH aHaJrH3 n cuHrerr{rreH ua6op or 6000 rso6paxeuux :a
cTr.rnoBa cBUracyBaHocT c r(oHTpon B6pxy Brr3ya"lHr,r napaMeTpr4.

- H:creAgaHero e noAKpe[eHo c excflepuMeuTanHa qacr, KoflTo npeacraBs aerafiano rrJraHupaHero,

npoBexAaHero v. arur,lr;a Ha eKcneprrMeHTr.r 3a BaJrrrAr,(paHe Ha clrcreMara "Presentation Advisor".
I4svepnaremro e npeAcraBeH rlenlu npoqec - or Qopuy:rupaHe Ha excnepHMeHTaJrHara paMKa Ao
rrHTepnperarlm Ha pe3yJrrarxre - KaI(To 3a oraeJIHI4Te lrogyau (ousyarna xnaru<faxaqur u
crIrJIoBa xoxepenrnocT), Ta(a ,r 3a llrJrara crcreMa. 3a gcexu MoayJI ca oflltcaHrr u3[on3BaHure
EaHHtl tl eKcneprrMeHTaJrHara MeroaoJrorur, B paMKI4Te Ha Ko.,rro ca ,ue0[HfipaHr.r Merpr4KI{ 3a

orIeHKa Ha e$erorrBuocrra u Kar{ecrBoro Ha npeflopbKr,rre. flpegcraaeuu ca B63MoxHH cT parerltH
3a BHeaprBaHe, o6HoBrBaHe r,r oueHKa Ha ,,rrHTerplpaHara cr.rcreMa", B r(orro MoAynnre pa6orrr
ctBMecrHo 3a reuepr,rpaHe ua rpafiuu nepcoua,rra3r.rpaHr,r lpenopr,Ku. Hanpareu e cpaBHureneH

aHanr{3 MexAy pa3nxqHx apxr.rTexr)?H, BKJrroqHTerrHo raKHBa, KorrTo ca pa3r.1e.1aHr..r rl

TeoperuqHara u eKcnepuMeHTaruara Qa:a, Ho He ca u:6panu :a Quua,ruara pea-ru:aqur. Toea
o6ycrarx o6ocHoeaH ns6op ua Hafi-noaxoa.sufi MoaeJrH 3a ynorpe6a B!3 ocnoBa Ha orrr{THn
pe3yrraTI.r .

Oqensaau Brrcoxo HaJ rxrrre, HaJ rHo-[p[JroxHu rr nprlnoxxu rrprrHocn Ha ArrceprauHqra.



7. flpeqenxa Ha ny6nNxaqrr4re no ArcepraqroHHr4s rpyA
3naqurerHo ca HaaBHIITeHLI MI{HI,IMaJIHIrre H3}tcKBaH t no ro3u [oKa3areJl - orneqaranu ca 6

uayrnn ny6,rnrauur.r c pe3yJrrarH or AHceprarluqra, or Kouro aBe ca caMocrome:rHr.r [1, 2),{erupu
or ny6nuxaqr.rnre ca B cnrlcaHrlr "Computer and Communication Engineering" [],,,Joumal on
lnlbmration Technologies & Security" [4], ,,Journal Engineering, Technology & Applied Science
Research" [5], MexayuapoaHo HafrHo cflucarr4e Ha MDPI ,,Electronics" [6]. .{re ny6ruxaquu ca
HH.{excrrpaHrz s WoS z uN,rar [nnaxr Saxrop, [a] u [6]. Tplr ny6mlr<aqu]r ca r{HAeKcr,rpaHu s SCOPUS

[3, 5, 6] xaro [6] uua SJR I.I KBaprLrrI.

Pesynrarure or [ocJreAHure lr3cneABaHr.r, Ha Ar.rcepraHTa Beqe ca qr.irr{paHfi or rryxAecrpaHH[

arropu: [4] uua 1 qu:rupaue npez 2025 r ,,lntemational Journal on Information Technologies &
Security" ; [6] ilua 2 qurupaHrl, B cnLIcaHLIe ,,Electronics". Toaa e noretpxAeHlre 3a 3HaqnMocrra Ha

nocrrrHarrlre B ,Er.rceprarl[qra pe3ynrarrr, nplr:Harl.r or MexA],HapoHara nayrra o6unocr:,

8. l4snongeaHe Ha pe3yflral4Te orAr4cepraqhoHHr4n rpyA B HayqHara

14 cor_Iil4fl HaTa npaKT[Ka.

Pa:pa6orenara nepcoHaJrrr3rrpaHa npefloprqureJrHa crrcreMa orroBap, Ha crBpeMeuHrrre
r43r4cKBaHHr 3a aaanruBHo, TexHoJror[rrHo Il o6pasorateluo noA[oMaraHe Ha [orpe6uteaute. He calro
e fipe.{noxeHo e$exrunuo rexHfiqecxo peueHlre sa noao6pcga}re Ha npe3eHTarl }rre, Ho e cr3AaaeHa
MeroAoJIorH, 3a HHTeJII{reHTHa o6yrure,::ua rexHoJlorfig c BI,IcoKa crefleH Ha nepcoHaJllr3allz, u
o6qcHr4Nrocr. BHeaprnaHero Ha crcreMara ce ocHoBaBa Ha npuHrlr{na Ha MoAynr{ocr Karo BceKu MoAen

npeacraBnrrBa caMocrorreJreH u He3aBrrcHM MoAyn or apxfiTercrypa Ha Mnr(poycJr],ru. To:N no4xog
ocuryprBa rtBKaBocT, oIIepaTrrBHa HaAexAHocT L ynecHrBa ylpaB.,IeHHeTo Ha cr-rcTeMaTa B Ar4r{aMHrrHa

cpe4a. Bceru uo4y.n tfluxqraoHr,Ipa r-r3oJlr{pauo, Koero aaBa Br,3MoxHocr 3a napaJrenHo piBBr4rne,

TecrBaHe u upeo6yrarare. O6yreuuero Ha MoaeJrr,rre ce rr3BtprrrBa oQrafiu c Ilen rapauTupaue Ha

cra6ruuocr, KoHTponupaHa orIeHKa Ha npon3BoAlrreJrHocrra r ng6qrsaHe Ha HexeJraHu e<fexru n
peanHo BpeMe. flpe4:roxeuara KoHrlenryaJrHa apxuTeKTypa Ha npefloprq]rreJrHara cncreMa cJreaBa

Hail-go6pzre npaKraru s obracrra na MLOps (Machine Leaming Operations) u e cbBMecruMa c
KoHrlerruulrre 3a Heflpe(rcHara HnTerpaqfi, rr aocraBKa (CVCD), na6arc4aeuocr (observability) a
ycT ofi,rmocr Ha rperxKr{ (fault tolerance). Paspa6orenara apxrrrercr}pa rro3BoJrrBa MoHrrropr.rHr Ha

npoH3BoAr{TeJrHocrra, necHo Ao6aeqHe Ha HoBH MoAeJrH H MLTHLTM,TJIHa B3aHMo3aBLrcr.IMocr Mexay
KoM[oHeHTr{re. Toea no4u go no-Ao6pa ycrofi.ruBocr Ha crrcreMara u ocur),T)rBa B!:rraoxuocr sa 6r,pra
AAANTAIIH' K6M HOBI{ II3HCKBAHI{' AAHH .

Pe:ylrrarure or MoAyna 3a npoBepra Ha cBArpxanl{ero L crpyxTypara Ha [pe3eHTarluure [oKa3Bar
BhcoKa crefieH Ha roqHocr upu zgeuruQuqupaHe Ha r{ecro cpeuaufi rperrrKr4 B npe3eHTaqrruTe c

r.r3rrolr3BaHe Ha npeAroxeHr,rq B .qr4cepTau[oHHur Tpya r',roae.r. flocrurnaTH ca BrrcoKr4 crofisoc'ru ga

MerpxKHTe 3a oueHKa Ha uaclrSnxaqur (rovnocr, [peur.r3Hocr, nr,luora), Koero noKa3Ba, qe MoAeJIBT

e cnoco6en Aa ce aAanrr4pa KrM pa3r[.ruu Br{aoBe rrpe3eHTarlutl. flpz lro4yna 3a crrrJroBa
cLrnac)aBaHocr, npeaJroxeH[rr Moae, ycnrrBa aa pa3npaHfirrr4 cruJroBo r{ecbBMecruMu Aso[Ku. Tosa e
oco6euo BaxHo 3a Brr3yaurxara urJrocr Ha upo$ecuouarur,r [pe3eHTarIHH. flpenoprvr.rreauurr MoayJr

aeMoHcrpr{pa BrcoKa nepcoHanusaqur, oco6euo cJrea BKJrrcr{BaHe Ha KoHTeKcryaniirr r{ BpeMeBu

$arropu. flpu.narauero Ha oueHr(a Ha no:re3Hocr fi BpeMeBo-q)tscrBr.rreneH MexaHH3aM 3a BrrrrMaHr{e

3HaqrrreJrHo uogo6prna paHra Ha lpelopbr(Hre r.r noBrrrxaBa rn(Eara yrv{ecrnocr cflprMo Hyx,qrrre Ha

norpe6ureaa. [xJrocrxara orIeHKa Ha cr.rcreMara ,,Presentation Advisor", usnrpureua upe: xou6rluaqrr
or oSaafin MerpuKr.r [oKa3Ba, qe cucreMara e He cauo tfy'nxuuoHaJlHo []JIHoIIeHHa, Ho 14 [oreHIILIaJIHo
rrpanoxnMa B peanHa cpe4a. Paspa6oreHa e cxeMa 3a noeranHa oulafts ouenra, ocuryprBarqa
HaAexAHo rr3MepBaHe Ha AtnrocporrHr.rr eQexr Brpxy npe3eHTauuoHHrrre yMeHru Ha norpe6are,rure
npH r.r3non3BaHe Ha cHcTeMaTa 3a flpeflopaKrr.

Tesu xapaxrepucrrzxu ua paspa6oreHara r.rHreJrrreHrHa cHcreMa sa upeuoprxu o6ycJraB, r.uupoKoro
fi npu:roNenue B HayqeH, coquaJreH u 6ngnec acnerr. Mogy:trara apxuTer(rypa lr r3rroJr3Bar{ero Ha

caBpeMeHHH r.rH$opllaulronnu noaxoar.r ca npeAnocraBKa 3a BHeAprBaHe B peirnHa cpeAa. Cr.rcreuara e
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loJre3eH uHcrp),rtreHT 3a 06) reHue I{ caMooqeHKa Ha [pe3eHTarl]roHHr.r preHHr, npn,'roxHM B

yHHBepcurercxr.r KypcoBe, o6),.rurenHr4 rreHTpoBe u $I4pMeHn o6yqenrf,. flpose4euure eKcnepI4MeHrlt

aoKa3Bar etfexturuocrra, HaAexaHocrra a ycrofiwraocrra Ha cr,tcreMara flpu peanHr,I ycnoBLrr, Koero
e noreHqHaJr 3a npHJroxeHHe a 4pyru o6nacru Ha qurppoaoro o6yrenxe.

9. Oqenra Ha cborBercrBuero Ha aBrope$epara c AucepraqroHHr4F rpyA.

Anropet[eparbr orpa3rBa ocHoBflHTe Meroau, rroaxoA]I, MoaeJII{, anroplrrMll npmrocu or

axceprarllurTa.

10. Mnenrn, npenopbKr4 r 6eflexKr.
Cuurau, ue pa6orara e MHoro qo6pa s reoperlrqHo r{ flpxnoxHo HarrpaBneHae. flpenoptrara rru

aoKTopaHTKara e aa npoAtJIxH Lr3cre4BaHu.sra B l.r:6paHara nocoKa, cloMeHara B Kpaq Ha aLIcepralrurITa
r.r aa npo,(6JrxaBa aa ny6;ruxyca pe3yJrrarr.rre B npecruxHu H3AaHHr.

'1 '1 . 3axnpqexre
.{ucepraqrr,a ua lrar. Mapnr Ilerpona B:raxosa-Taxosa orroBap, sa ycnoBz.,Ira na 3PACPE u

III3PACPE. .{ucepr:aquonuurr rpyA c6A}pxa Hayr{Hr{, Ha)rrrHo-np}rnoxHa u flpunoxHlr pe3y.rrar]r
c HuoBarrrBer{ xapaKTep. Te [MaT op[ruHaJreH nprrHoc B Hayxara, Korrro oIIeHflBaM [oJrox[TeJrHo.
flocraseHara rle, Ha Auceprarllrouuara pa6ora e H3[bJrHeHa. Kan.qrI4ar:rara npurexana sagr,;r6oueru
3HaHafi no x3cneABaHara reMarr,rKa. Tr 4enoHcrpupa cnoco6socr 3a caMocrotrenHu H3cJIeaBaHLL H

ycfierrrHo r.r3[GnHeHne Ha peuaBanure npo6reuu. Y6eaego trperIoptrlBaM na YsaxaeMoto HayqHo

xypn npncLxaane xa o6paronareJrHara r! HayqHa crerreH ,raoKTop" Ha Mar, Mapur flerpona
B,raxora-Tarona s o6aacr Ha Brrcue o6pa:oranne 5. TexnuuecrH nayru, nporfecuonaaHo
HanpaBreHlre 5.3 Kor'a1'uuraquoHna a xoMrrlorr,pHa rexHlrxa, aoKTopcxa aporpaMa ,,Cucreur c

r.I3KycrBeH ugrelerr".

fiara:20.01 .2026 PEL[EH3EHT:

/npo$.Arx. Kpa ctMhpa Crohnoea/
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OPINION

1. Actuality of the problems in the PhD thesis
The large volume of digital information in our time leads to information overload for users.

One solution for filtering information is recommender systems and in particular presentations,
which are constantly used in academic and business environments. The main goal of the
recommendation system is to analyze users' presentations, identify the most common problems,
and provide personalized recommendations for improving the presentations. Traditional
approaches to improving presentations rely primarily on templates, which limits dynamic and
personalized user learning. This necessitates the need for an intelligent recommendation system
that not only points out the weaknesses of a given presentation, but also offers reasoned
recommendations with an element of leaming. The relevance ofthe research in the dissertation is

determined by two contemporary trends: the need for automated and adaptive technologies to
improve users' digital communication skills and the development of personalized
recommendations though artificial intelligence methods.

2. Degree of knowledge of the state of the problem

The aim ofthe research in the dissertation is to design, develop and validate a personalized
recommendation system that uses modern approaches from the field of machine and deep learning
to analyze and improve presentations through intelligent, explainable and educational feedback.
The doctoral student is well acquainted with the state ofthe problem. She has conducted an in-
depth review ofthe development of recommender systems and has analyzed in detail the features,
advantages and limitations of heuristic and expert-based recommender systems, classical
algorithms with collaborative and content-based filtration, hybrid recommender systems, as well
as modern approaches using deep learning, recurrent networks, autoencoders, and reinforcement
learning. When developing the tasks set in connection with achieving the research goal, a high
professional level of interpretation of the literary material and very skillful application of a wide
range of current information technologies, artificial intelligence methods and statistics in the
methods, approaches, strategies, models and algorithms developed by the doctoral student have
been demonstrated.

1

of a Dissertation for awarding the educational and scientific degree "Doctor"
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Title of the Ph.D. thesis: METHODS AND ALGORITHMS FOR PERSONALIZED
RECOMMENDATION SYSTEMS
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Doctoral program: "Artificial lntelligence Systems".
Member of the jury: Prof. D.Sc. Krasimira Petrova Stoilova,
lnstitute of information and communication technologies - Bulgarian Academy of Sciences

This review was prepared in my capacity as a member of a scientific jury, appointed by Order

No. OX-5.3-60i21.11.2025 of the Rector of the Technical University-Sofia.
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3. Correspondence of the chosen research methodology and the set goal and
tasks of the dissertation with the contributions achieved

There is in-depth knowledge ofa wide range of methods, including: theoretical research of
methods and algorithms for machine and deep leaming with application in recommender systems;
comparative analysis and synthesis ofhybrid architecfures ofdeep neural networks for identiSing
visual, structural and style problems in presentations and generating personalized leaming
recommendations; design and implementation of a prototype of a recommendation system for
analyzng and improving presentations through intelligent, explainable and leaming feedback;
evaluation, validation and verification ofthe proposed methodology and hybrid architectures for a

personalized recommendation system; statistical methods for processing and presenting the
obtained experimental results. I believe that there is fu compliance of the selected scientific
methods to achieve the goal set in the dissertation.

4. A brief analytical description ofthe nature and assessment ofthe credibility of
the material on which the contributions of the dissertation are built

Generating personalized recommendations to improve a user's presentation skills and to
refine a specific presentation is a complex problem that requires the integration of multiple
technologies and approaches.

In the training phase, various machine learning algorithms have been tested to determine the
most effective one for the multi-label image classification task in the recommended presentation
system. The problem transformation approach was chosen to solve the multi-label image
classification task. This method allows the use of well-studied binary classifiers, with each
category (label) being treated as a separate binary classification task.

The models evaluated include logistic regression, decision tree, random forest classifier,
support vector machine, K-Nearest Neighbors, Naive Bayes, Back Propagation Neural Network,
and Convolutional Neural Network. Of all the evaluated models, the use of a convolutional neural
network showed the best results and that is why it was chosen for training the model in the multi-
class presentation recommender system. The selected recommender model presented in the
dissertation applies Reinforcement Leaming and the Deep Qnetwork (DQN) algorithm. This
choice is driven by the model's ability to leam from user interactions and adapt recommendations
over time. DQN uses deep leaming to approximate optimal Q-values, allowing the agent to
efficiently explore a large space ofactions and balance exploration and use ofthe most rewarding
actions. A challenge in recommender systems is the problem ofcold start when new users or new
items have limited historical interactions. Traditional methods such as collaborative filtering
perform poorly in such situations, but reinforcement learning-based models such as DQN exhibit
better adaptability. The choice ofDQN is appropriate because it allows the model to "dynamically
adapt" to both new users and new items, improving the recommendation process without rellng
entirely on historical data. Traditional methods such as collaborative filtering perform poorly in
such situations, but reinforcement learning-based models such as DQN exhibit better adaptability.
The choice ofDQN is appropriate because it allows the model to "dynamically adapt" to both new
users and new items, improving the recommendation process without relying entirely on historical
data. In some cases, a complete retraining is necessary, for example, in the case of significant
changes in user behavior, a large influx of new users, or a significant deterioration in performance
metrics. For smaller changes, retraining on new data is sufficient. Scheduled retraining can be
triggered automatically ifperformance declines below a set threshold. Since the model follows the
principles of Temporal Difference Learning and Q-Learning, full training from scratch is not
always necessary. Q-values are updated incrementally after each interaction via the Bellman
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equation, allowing the model to improve and adapt in real time, reducing the need for resource-
intensive retraining.

I highly appreciate the developed approach to classification model evaluation, which is

important for measuring how accurate, robust, and reliable a model performs in a real-world
environment. This evaluation includes both offline methods (essential for evaluating recommender
systems because they allow for measuring the diversity and quality ofexperience before the system
is deployed for real-world use) and online methods (they measure the effectiveness of the
recommender system in real-time with the participation of actual users and provide direct
indications of the practical value of the recommendations). Online evaluation of recommender
systems is impodant for system optimization based on real-world feedback, as it provides
information on how users interact with recommendations in a real-world environment. The
doctoral student is not limited to these important assessments (a set of indicators were used for
each ofthe two tlpes), but further envisages an evaluation ofthe system after implementation in a

real environment in terms of its sustainability, faimess and scalability.
When implementing the system in order to maintain high accuracy and compatibility with

cuffent real data, updating the model is essential. This requirement is met by applying the iterative
(incremental) learning approach, in which the model adapts to new incoming information without
the need for complete retraining. This allows for both rapid response to changes and preservation
of previously acquired knowledge, which is important in a dynamic environment and data

updating. Models are deployed using TensorFlow Serving, packaged in Docker containers,
ensuring a consistent, scalable, and easily portable hosting environment. Each model is stored in a
versioned directory and accessed via a REST API (Representational State Transfer Application
Programming Interface), after which: the model makes predictions based on the data provided; the
resulting predictions are stored in a database; these results serve as input to the Recommendation
Engine, which generates specific suggestions. The final recommendation is filtered and refined
through a utitity-based scoring module, which takes into account relevance to the user; novelty of
the contenu long-tail - recommendations outside the most popular elements; topicality of the
suggestions.

The methodology uses separate training of submodules, which allows parallel testing of
individual towers and independent optimization oftheir parameters. This facilitates adaptation to
specific usage scenarios, for example, business users with short presentations versus academic
users with longer and more structured materials. The approach also allows for the implementation
ofa multi-task architecture, where in addition to predicting a rating, the model can simultaneously
classify the tlpe of problem or predict the probability of success when applying the
recommendation. To overcome imbalance in the data, class weighting and loss function adaptation
are used. Temporal inputs are modeled using sinusoidal transformations, and a time-aware
attention mechanism is included when needed to focus leaming on the most relevant points in time.
Post-processing of recommendations includes filters for diversity, novelty, and coverage, which is
important for avoiding repetitive recommendations and stimulating educational progtess. The
implementation of a feedback loop ensures dynamic self-improvement of the model and allows
rapid adaptation to changing preferences. Thus, the methodology combines deep personalizarion,
temporal adaptability, and a scalable architecture suitable for long-term implementation and
development.

This diverse spectrum of modern methods, approaches and metrics for machine leaming.
personalized feedback in a dynamic environment and evaluation of recommender systems are an

objective basis for the contributions achieved by the research in the dissertation.
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5. Scientific and practical achievements in the PhD thesis
Sc ie ntif i c co ntri b utio n
- A methodology has been developed for a personalized recommendation system to improve

presentation skills and visual coherence ofslides using machine and deep leaming methods.
- A concept for an integrated system combining behavioral, content and visual analysis of

presentations for long-term improvement ofusers' presentation skills is proposed, built from
three main modules: Pstyle Checker for automated assessment of style coherence;
Presentation Checker for detecting problems and errors in slides using an innovative two-
branch convolutional neural network and a recommendation engine with a hybrid
recommendation model combining content filtering and machine leaming; PAdvisor for
generating personalized training recommendations. The system is built on a modular micro-
services architecture and is characterized by flexibility, scalability, and resilience by
implementing Machine Learning Operations best practices and is compatible with the
concepts ofcontinuous integration and delivery (CVCD), observability, and fault tolerance.

- Two approaches for multiJabel image classification for presentation style consistency,
based on problem transformation using independent binary classifiers and algorithm
adaptation using a single model, are synthesized and compared. The limitations of the
algorithm adaptation approach in terms ofovertraining, scalability, and interpretability are

analyzed. The advantages ofthe problem transformation approach, which is more effective
in unbalanced class conditions, are derived.

- A two-branch architecture of a convolutional neural network has been developed for
assessing the stylistic consistency of slides in a presentation, which extracts features from
two slides in parallel, uses connection and additional dense layers for more precise
modeling of relationships, and achieves higher accuracy compared to classical Siamese
neural networks and traditional metrics such as SSIM (Structural Similarity Index
Measure) or ORB (Oriented FAST and Rotated BRIEF). The advantages ofthe proposed
architecture are higher accuracy in similarity estimation, better modeling of the
relationships between visual features, adaptation to different image t1pes, more robust
leaming thanks to regularization techniques, and good extensibility for future
improvements.

S c i e ntifi c - ap p I i e d co ntri b ut io n
- An approach is proposed for forming and structuring a complex data set that integrates

various sources and types of information necessary for building a personalized
recommendation system and includes the unification of user profiles, annotated
presentations, leaming materials, and auto-generated data.

- A procedure for pre-processing and unification of data in a numerical format compatible
with machine and deep learning algorithms has been developed, which includes a procedure
for pre-processing and unification ofdata, including conversion of all categorical and text
features into numerical format through binary encoding; alignment of nested structures to
achieve compatibility with machine and deep leaming algorithms; removal of incompatible
and duplicate attributes; merging data from different sources into a unified structure,
allowing easy comparison and calculation of similarity.

- The system is open to improvements - advanced machine and deep leaming algorithms can
be applied and adapted to train models for each ofthe subtasks ofthe relevant modules of
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the system (detecting problems in the content of presentations, assessing style consistency
between slides, generating recommendations adapted to the individual user context).
The recommender presentation system is designed as a modular architecture in which each

component can be implemented and updated independently ofthe others.

Clear criteria have been defined and a set of metrics has been determined for the
classification and recommendation modules, providing an objective assessment of the
effectiveness of each component and the overall system, including offline metrics
(accuracy, Fl, MAE), online methods (A,ts testing, user feedback), as well as methods for
subsequent evaluation after implementing the system in a real environment, which provides
a reliable mechanism for validating and adapting the system to the needs ofend users.
A comprehensive MLOps (Machine Learning Operations) infrastructure is proposed for
implementing the recommendation system for intelligent and personalized presentation
creation, which includes containerization, versioning, automatic deployment, and

monitoring, strategies for incremental and active learning with mechanisms against
catastrophic forgetting and user feedback collection for a closed loop of improvement.

Applied contributions
- The user scenario ofusing the system is described - from loading a presentation to receiving

training recommendations, as well as the data with which each of the modules is trained.
- Two specialized datasets were created: manually entered data from 912 real slides for

structural-content analysis and a synthetic set of6000 images for stylistic consistency with
control over visual parameters.

- The study is supported by an experimental part that presents in detail the planning,
implementation and analysis of experiments to validate the "Presentation Advisor" system.
The entire process is comprehensively presented - from formulating the experimental
framework to interpreting the results - both for the individual modules (visual qualification
and style coherence) and for the entire system. For each module, the data used and the

experimental methodology are described, within which metrics for evaluating the

effectiveness and quality of recommendations are defined. Possible strategies for
implementing, updating and evaluating the "integrated system" in which the modules work
together to generate final personalized recommendations are presented. A comparative
analysis was made between different architectures, including those that were considered in
the theoretical and experimental phases but were not selected for the tlnal implementation.
This has led to a reasoned selection of the most suitable models for use based on
experimental results.

I highly appreciate the scientific, scientific-applied and applied contributions of the

dissertation.

6. Assessment ofthe degree ofthe dissertation candidate's personal participation
in the contributions.

I judge the personal participation of the dissertation candidate in the contributions on the one
hand from the presentation in the dissertation, which is logically consistent, with a comprehensive
justification of applied methods, approaches and metrics; with in-depth analyses and comparisons
of various modem intelligent technologies used and a justified choice of use in the dissertation,
with a well-founded and well-illustrated experimental part. On the other hand, according to the
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scientific publications, the doctoral student is in first place in four joint publications with the
scientific supervisor, and the other two publications are independent. This gives me reason to
believe that the results achieved from the research in the dissertation are the personal work ofthe
doctoral student-

7. Assessment ofthe Ph.D. publications

The minimum requirements for this indicator have been significantly exceeded - 6 scientific
publications with results from the dissertation have been published, two of which are independent

[, 2]. Four of the publications are in the joumals "Computer and Communication Engineering"

[], "Joumal on Information Technologies & Security" [4], "Journal Engineering, Technology &
Applied Science Research" [5], MDPI International Scientific Joumal "Electronics" [6]. Two
publications are indexed in WoS and have an impact factor, [4] and [6]. Three publications are

indexed in SCOPUS [3, 5, 6] with [6] having an SJR and quartile.

The results of the dissertation's recent research have already been cited by foreign authors:

[4] has I citation in 2025 in the "lntemational Joumal on Information Technologies & Security";

[6] has 2 citations in thejournal "Electronics". This is confirmation ofthe significance ofthe results
achieved in the dissertation, recognized by the intemational scientific community.
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8. Using the results of the dissertation work in scientific and social practice

The developed personalized recommendation system meets the modern requirements for
adaptive, technological and educational support ofusers. Not only is an effective technical solution
proposed to improve presentations, but a methodology for intelligent learning technology with a

high degree of personalization and explainability has been created. The system implementation is
based on the principle of modularity, with each model representing a separate and independent
module ofa micro-services architecture. This approach provides flexibility, operational reliability
and facilitates system management in a dynamic environment. Each module operates in isolation,
which allows for parallel development, testing and retraining. The training of the models is
performed offline to ensure stability, controlled performance evaluation and avoidance of
unwanted effects in real time. The proposed conceptual architecture of the recommender system
follows the best practices in the fietd of MLOps (Machine Learning Operations) and is compatible
with the concepts of continuous integration and delivery (CUCD), observability and fault
tolerance. The developed architecture allows for performance monitoring, easy addition of new
models, and minimal interdependencies between components. This leads to better system
resilience and provides the ability to quickly adapt to new requirements and data. The results of
the module for checking the content and structure ofpresentations show a high degree ofaccuracy
in identifying common errors in presentations using the model proposed in the dissertation. High
values were achieved for the classification evaluation metrics (accuracy, precision, completeness),
which shows that the model is able to adapt to different types of presentations. In the module for
style consistency, the proposed model manages to distinguish stylistically incompatible pairs. This
is especially important for the visual integrity ofprofessional presentations. The recommendation
module demonstrates high personalization, especially after including contextual and time factors.
The implementation of a usefulness assessment and a time-sensitive attention mechanism
significantly improves the rank of recommendations and increases their relevance to the user's
needs. The overall evaluation of the Presentation Advisor system, carried out through a

combination of offline metrics, shows that the system is not only fi.rnctionally complete, but also



potentially applicable in a real environment. A step-by-step online assessment scheme has been
developed, providing reliable measurement of the long-term effect on users' presentation skills
when using the recommendation system.

These characteristics of the developed intelligent recommendation system determine its wide
application in scientific, social and business aspects. The modular architecture and the use of
modem information approaches are a prerequisite for implementation in a real environment. The
system is a useful tool for training and self-assessment of presentation skills, applicable in
university courses, training centers and company trainings. The conducted experiments prove the
effectiveness, reliability and sustainability ofthe system under real conditions, which has potential
for application in olher areas of digital leaming.

9. Assessment of the correspondence of the abstract to the dissertation work
The abstract reflects the main methods, approaches, models, algorithms and contributions of

the dissertation.

10. Opinions, recommendations and notes
I believe that the work is very good in both theoretical and applied aspects. The

recommendation to the doctoral student is to continue her research in the chosen direction, mentioned
at the end ofthe dissertation, and to continue publishing the results in prestigious publications.

11 . Conclusion
The Dissertation of Maria Vlahova-Takova meets the requirements of the Law on the

Educational and Scientific Degree "Doctor" and the Regulations for its implementation.
The disse(ation work contains scientific, scientifically applied and applied results of an

innovative nature. They have an original contribution to science, which I evaluate positively. The

set goal ofthe dissertation work has been fulfilled. The candidate has in-depth knowledge of the

research topic. She demonstrates the ability for independent research and successful implementation

of the problems being solved. I strongly recommend to the Honorable Scientific Jury the award
ofthe educational and scientific degree "Doctor" to Maria Petrova Slavova-Takova in the field of
higher education 5. Technical sciences, professional field 5.3 "Communication and computer

techlology" in the doctoral program: ,,Artificial lntelligence Systems".

20.01.2026 Member of the Scientific Jury:

/Prof. DSc. Krasimira Stoilova/
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