PrcTyP—HON —2FF

A8 e B CTAHOBMIIIE

./ -~
s/ B@xy AUCCPTAHOHCH TPy 34 HpHHOGHBaHe Ha 06pa3013aTeJIHa 1 Hay4Ha
PKCT |\ cremeH ,,Jlokrop*

HCBPOHHH MPCKH 4YpEC3 CBOJIIOLIHOHHHU aJITOPHUTMH
Unen Ha Hay4HOTO Kypu: Ipod.. A-p uHxk. Munena Kaposa

1. AKTyaJHoOCT Ha pa3padoTBaHUs B AHCEPTALMOHHUS TPYA NpPod.jeM B HAYYHO H
HAYYHONPHJIOKHO OTHOWEeHHe. CTeneH M HUBA HA AKTYAJHOCTTA HA npodJemMa u
KOHKPETHHTe 3a/1a4H, pa3padoTeHH B AHCEPTALUATA.

IIpenocTaBeHUAT 3a CTAHOBHINE AMCEPTALHOHEH TPy pa3paboTBa W3KIIOUUTETHO aKTyaleH
npobaeM B HAayYHONPHIOXXHO OTHOLICHHWE, @ HMMEHHO NpobieMa ¢ apXHUTEKTypuUTE Ha
HEBPOHHHMTE MpekH. Temara € akTyalHa M B IIOCOKAa Ha HAy4HO H Hay4yHO - NMPaKTHYECKO
OTHOIIEHHE — U3C/eBaHe M pa3pa0oTBaHE Ha €BOTIOLMOHHM MOAXOJAM 3a aBTOMATH3MpPaHO
IPOEKTHPAaHE M ONTHMH3ALUA HAa apXUTEKTypH Ha HEBPOHHHM Mpeku. EBoOmHoHHATa
CTpaTerus BKIIOYBa pa3paboTkara Ha ['eHeTHYeH alropUTBM ChC CNEUM(PUYHO MpeaCcTaBsiHEe
Ha pelIeHHATa, MOAH(GHMUHMpPAHH TIE€HETHYHH ONEPaTOPH 3a KPbCTOCBAHE M MYTaLMA.
PaspaboTeHara cTpaTerus e nmpuiaokeHa B TPH OCHOBHHM 001acTH: yNpaB/IeHHE HAa aBTOHOMHHU
areHTH, pa3o3HaBaHE Ha YOBEIUKH JICHHOCTH U MIPOTHO3HpaHe Ha 3aMbPCABAHETO Ha Bb3/IyXa.
YTBBpK/aBa ce NMOTEHIHAIA Ha eBOTIOLMHOHHUTE CTPATErHH KaTo e)eKTHBEH HHCTPYMEHT 3a
ONTHMH3auMA Ha apxurekTypu Ha HM, HO m cwp3gaBa crabunHa ocHoBa 3a Objaeiu
H3CIEABAHHA M NPAKTHYECKH pealM3allMM B PasaH4yHM cepH Ha M3KYCTBEHHS MHTEJICKT H
MaIlIHHHOTO o0yueHHe. BCHYKO TOBa mpeanosnara HyKHara KBaTU(QUKALHUsS W NPaKTHYECKH
3HaHHA OT CTPaHa Ha JOKTOPaHTa, KOMTO TOH HECEMHEHO IpUTEXkKaBa.

2. Crenen Ha MO3HABAaHe CHCTOSIHMETO HAa MpobiieMa M TBOpPYECKAa WHTEPNpeTalns
Ha JJHTepaTYpPHHS MaTepHal.

JIOKTOpPaHTBT € HampaBWJ HIHPOK JIUTEpaTypeH 0030p Mo TeMarHkara Ha gucepramusTta. B
CBOATA JIMTEPATYPHA CIIpaBKa TOH € LuTHpana 3HauuTenHara uudpa ot 206 nuteparypHu
M3TOYHHKA, KaTo M0-ToJIIMaTa 4acT OCHOBHO oOxBamamu nepuoaa ot 2015 go 2024r. Hauunst
Ha H3JI0}KE€HHE, TEPMHUHOJOTHATa U HHBOTO HA IMpEACTaBEHaTa 3alHMcKa TOBOPAT 3a MHOTO
nobpo mo3HaBaHe Ha mpoOieMaTHKaTa. B AMcepTalMOHHMS TPYJ € HalpaBeH MHOIo J00bp
aHalH3 Ha Ha HEBPOHHO-MPEXOBH MOJEIH 3a MAlUMHHO OO0y4YeHHEe M METaeBPHCTHYHH
aITOPHTMH 3a pelllaBaHe Ha ONTUMH3AllMOHHH 3a/1a4H, IPE/ICTABEH € METO] 3a €BOJIIOHpaHe Ha
H3KYCTBEHa HEpPBHA CHCTEMa 3a aBTOHOMHH areHTH ¢ MHIMPEKTHO KOoIHpaHe U TeHeTHYeH
anroputbM. Tesm amroputMu (opMHpaT €BOTIOLHOHHO OasMpaH MeTOH 3a IHM3ailH Ha
KOHBOJIIOLMOHHA HEBPOHHA MPE’Ka 3a pa3l103HABaHE Ha YOBELIKH ASHHOCTH M KOHBOTIOLMOHHA
HM u LSTM mpeska 3a nporHo3upaHe Ha 3aMbpCsABAHETO Ha Bb3ayxa. Beuuko ToBa 10kas3Ba
M3KIIIOYUTETHATA aKTYaTHOCT Ha TeMaTa Ha AMCePTalMOHHUA TPy U 3HAYHTEIHUTE PE3y/ITaTH
IpH NPAKTHYECKOTO NpHIaraHe Ha pa3paboTKara.

3. CoorBercTBHE HAa M30paHATa MeTOAMKA HA W3CJeBAaHEe H NMOCTABEHATA LeJ W
32/]a4H HA JHCePTALMOHHHSA TPYA ¢ MOCTHIHATHTE NPHHOCH.

Llenra Ha AMCEPTALHOHHMS TPYA € Aa CE M3BBPLIAT HAYYHHTE W3CIEABAHHA, C LET 1a Ce
pa3paboTH €BOTIOLMOHHA CTPATEerus 3a ONTUMH3NpaHe Ha apxuTekTypu Ha HM ¢ reHernunn
QITOPHTMHM, H3MOJI3BAL MOAM(UUHMPAH ONEpaTop 3a KPbCTOCBAHE 3a PELICHWS C Bapupaila
OBIDKHHA M a[IaliTHBHA MYyTalus, KOATO Aa ObAe NPUI0KEHA M JONBIHUTEIHO MOAU(ULIMpaHa
M BaluJdpaHa 3a pellaBaHE Ha KOHKDETHM IPWIOKHH mpobremu. IoasMa dacT oT
QHcepTallMOHHATa pa3paboTka e MocBeTeHa Ha 3 BHAa pa3paboTeHH METOMOIOTHH 33
NPHJIOKEHHE HAa EBOJIFOIIHOHHATA CTPATETHs 32 aBTOMAaTHYHA ONITHMH3AllMA Ha apXHUTEKTypH Ha



HM 3a: |)ynpaBieHne Ha aBTOHOMHH areHTH; 2) pa3slO3HaBaHE Ha YOBEIIKH AEHHOCTH; 3)
MPOTHO3HpaHe Ha 3aMbpCABAaHE HA Bb3AyXa. [IpoBeneHH ca eKCliepMMEHTATIHH H3CIIEBAHHS
3a BCSAKA MPeJCTaBeHa METO10JI0TUsA C He0OX0AMMHUTE IaHHH H OllEHKa Ha KpaiHHUTE Pe3y/ITaTH.
[IpemiosxeHn ca MHOKECTBO TaOJIMIM CBC CPABHUTENHHU JaHHH C APYTH METOH 3@ PEIIaBaHETO
Ha NPaKTUYECKUTE 3a/1a4H.

M3kmiounuTeTHO BHUMaHHE TpsAOBa 12 ce oObpHE Ha MPEIOKEHHS TE€HETHUEH alrOPHTHM,
KOHMTO MOCTENEHHO YBEIMYaBa CJIOXKHOCTTa Ha pELISHHATA IMPH HYKOA, KAaTO H3MOI3Ba
MHIMBHIM (XPOMO30OMH) ¢ BapHpally Ib/LKHHH, MOIHGHLIMpPAH ONepaTop 3a KPHCTOCBAHE H
aJanTHBHA MYTALUs C TPH CTPATETUH 3a IPOMEHU B apXHUTEKTypuTe Ha HM.

M30paHuTe METOJMKH Ha M3Cie/BaHe U pa3paboTKa HAMBJIHO CbOTBETCTBAT HA MOCTaBEHATA
1es, GopMyaHpaHUTE 3a7a4H 3a MOCTUTAHETO M M TIOCTUTHATHTE MPUHOCH.

4. HayuyHu M/HWJIH HAYYHO - NPHJIOKHH NPHHOCH HA IHCEPTALHMOHHHSA TPYA

[IpuemaM NpHHOCHTE TakKa, KAKTO CE IPEACTABCHH B AUCEPTALMOHHHUA TPYM:
Hay4ynu npunocn

1. Ilpeanoxken e MeTond 3a ONTHMH3AalMA Ha apxuTekTypata Ha HM ¢ u3monssaHe Ha
IEHETHYEH aJITOPHTHM 32 €BOJIIOLMS U YCIIOKHIBAHE HA PEIICHUATA OT MO-MIPOCTH KBM
M0-CI0KHH, KOHTO M3M0/I3Ba MOAU(DHLIHMPAH ONEPATOp 3a KPHCTOCBAHE 3a PEIICHHUS C
BapHpalld IB/UKMHM W aJallTHBHA MYTAUMsA C TPH CTPAaTerHMH 3a MPOMEHH B
apxuTekTypute Ha HM;

2. IlpemnoxkeH e MeToj 3a eBoitoMpaHe Ha HM 3a ynpaBrneHne Ha aBTOHOMHH areHTH,
KOWTO u3moa3Ba OMONOIMYHO BABXHOBEHAa HHIMPEKTHA CXeMa Ha KOJMpaHe,
OCHTYypsBallla Bb3MOXKHOCT 3a pa3BHTHe Ha HM ¢ oTuMTane Ha B3aMMOAEHCTBHATA ChC
cpezara c LeJ afalnTHpaHe Ha areHTa KbM crieliuduyHa cpela;

3. IlpeanoxxkeH e MeTOA 3a aBTOMaTHYHA ONTHMH3alMs Ha apXHTEKTypara Ha
KOHBOJIKOLHMOHHM HM 3a pasno3sHaBaHe Ha 4OBELIKH ACHHOCTH 4Ype3 eBOJIIOLHOHEH
Npouec, KOHTO YC/IOXKHSABAa IPOCTH apXUTEKTypH ¢ O00aBsHe Ha HOBHM CJIOEBE C
M3M0JI3BaHE HA MOJAM(HIMPAHO KPBCTOCBAHE 3a pEIUEHHsA C pa3NuyHa IBb/DKHHA U
aZlanTHBHA MYTAlUsA C TPH PaBHO BEPOSATHHM CTpaTeTHH 3a MOOUGULMpaHe Ha CIIOH,
nobapsiHe Ha CJIOH M NpeMaxBaHe Ha CJI0oH oT apxuTekTyparta Ha HM;

4. TlpemnoxkeH e MOAXOA 3a BK/IIOYBAHE HAa €BOJTIOMPAHW APXWTEKTYpH 3a XHOpHIEH
ABJIOOK MPOCTPAHCTBEHO-TEMIIOPAJICH MOJIEJT 3a MIPOrHO3MPAHE Ha 3aMbPCABAHETO HA
Bb3/yXa B Pa3IMYHH aHCAMOIH, CBCTOSALUM CE€ OT MOJCIH C €AHAKBH apXHTCKTYPH H
MOJIE]TH C Pa3IU4YHH apXUTEKTYPH.

Hay4yHo-npH/10KHH NPUHOCH:

1. Ilpemnoxen e xuOpuaeH ABJIOOK NPOCTPAHCTBEHO-TEMIIOpaleH Mojen OazupaH Ha
xonsomounoHHa HM u LSTM mpeska 3a nporHozupaHe Ha 3aMbpPCsABaHETO Ha BB3/AyXa
C aBTOMaTHYEH 110100p Ha BXOAHH IPOMEHJIHBH H ONTHMH3ALIUA Ha XUIIepliapaMeTpHTe
Ha MoJena;

2. llpennoxkeHa e XHOpHJ/IHA CTpaTerds 3a 3amb/IBaHe Ha JIMICBAIM CTOHHOCTH BBLB
BPEMEBH pEloOBE, KOATO € MpuiokeHa 3a o0yd4eHHe Ha XuOpuaHMA ABIOOK
MPOCTPAHCTBEHO-TEMIIOPAJIEH MOJIE] 3a IPOTHO3HPAHE HAa 3aMbpCSBaHE Ha Bb3AYXa;

3. Ilpennoxkena e crparerus 3a noadop Ha BXOAHH NMPOMEHJIUBYU TPH MPOTHO3MpaHE Ha
3aMBbPCSIBAHETO Ha Bb3AyX ¢ XMOpHIEH IbI00K MPOCTPAaHCTBEHO-TEMIIOPAIeH MOJIET;

4. Ilpemnoxkena e cTparerus 3a BK/IIOYBAHE HA IPOCTPAHCTBEHAa HHGOpPMALHs IIpH
IIPOTHO3HPAHE Ha 3aMbPCABAHETO HA BB3AyX ¢ XHOpHIeH IbI00K MpOCTPaHCTBEHO-
TEeMIOpaJIeH MOJIEN.

IpuaoxHU NPUHOCH:

1. PaspaboreH e mnpoTOTHN 3a EKCNEPUMEHTAJHO OLCHABAHE Ha MNpeAToKeHaTa
OMOOrMYHO BABXHOBEHA MHAMPEKTHA CXeMa Ha KoJAMpaHe 3a eBoiaroupaHe Ha HM 3a
yIpaBjJeHHEe Ha aBTOHOMHH areHTH BBPXY CHMYJallMs Ha WU3KYCTBEH CBSAT, KOWTO
MoKa3Ba, 4€ C H3M0JI3BaHE Ha NPOCTa MMIUIMIMTHA (QHUTHEeC (QYHKUMs YCIEIIHO ce
CBOJIIOMPAT areHTH CIOCOOHM [a pasrpaHuyaBaT pa3iMYHU OOEKTH M Ce reHepupaT



pa3HooOpa3HH M KOMIUIEKCHH apXUTEKTYpH ¢ MaJlbK Opoi IapaMeTpH CIIpsAMO JpYTH
BBH3MOJKHH MOJIXOJH 32 €BOIOMPAHE Ha HEPBHA CHCTEMA 3a YIpaBJIEHHE Ha ABTOHOMHH
areHTH;

2. Pa3paGoTeH € NPOTOTHI 33 eKCIIEpUMEHTATHO OLICHABaHE Ha €BOTIOLIMOHHO OazupaHus
IM3aiflH Ha KOHBOMWOUMOHHM HM 3a pasmosHaBaHe Ha YOBEIIKa IEHHOCT, KOHTO
M0Ka3Ba 3HAYMTETHO [10-100pH pe3yNTaTH B CPaBHEHHE C IPYTH IbIOOKH apXHUTEKTYPH;

3. PaspaboTeH e MpOTOTHI 32 EKCIIEPUMEHTAIHO OLCHABAHE Ha NPEeIIOKEHHA XUOpHIeH
IB100K NPOCTPAaHCTBEHO-TEMIIOPAICH MOJEN 3a NIPOTHO3MPaHEe Ha 3aMbpCSIBAHETO Ha
BB3/yXa, KOWTO TMOKa3Ba, 4Ye JOPH W TNPH OrpaHHYEHH HIYHCIUTETHH pecypcH
€BOJIIOMPAHHUTE apXUTEKTYPH BOJAT 0 MOIydaBaHe HA TOOPH M IIOCTOSHHU Pe3yNTaTH.

[Ipn3HaBaM W3T0XKEHHUTE IO-TOpe HAyYHH, HAYYHO-TIPUJIOKHH M TNPHUIOKHH MPHHOCH KaTto
3acJIyTM Ha JOKTOpAaHTa, Ch3/1aZIeHH B X0Ja Ha JMCEPTAUMOHHOTO M3cienaBaHe. IlonyyeHute
pe3yaTaTH HMMAaT MHOTO roJsMa CTENEH Ha MPUIOKHUMOCT M TMOKa3BaT 3HAYMMOCT Ha
JeKnapupaHuTe npHHOcH. HampaBen € MHoro no0Bp aHaIM3 Ha EKCIEPHMEHTATHHTE
pe3yNATaTH ¢ eKCIIepUMEHTATHA OIIEHKA.

4. IlpeueHka Ha myOJMKAUMHUTE MO AHCEPTALHOHHHUSA TPY/

CMmsram, 4e TMYHOTO y4YacTHE B NPUHOCUTE Ha JMCEPTALMATA € HAMBIHO AOCTATHUHO.
3asgBEHHTE NMPHUHOCH ca MpeacTaBeHH B 8 myOnukanuu. Te oOxBaiiar mepuoj OoT BpeMe — OT
2019 no 2022r. 4 oT TAX ca B ME&XKIYHapOJHH Hay4HH KOH(epeHUHH, 4 ca B MEKIYHapOIHH
Hay4YHH M3aHHuA. 7 OT MyOIMKalMuTe ca pedepHpaHy B MEeXIyHapoHa 0a3a JaHHH ,,Scopus®,
| oT myOGnHMKaLMHUTE € CAMOCTOATENHA, @ OT OCTAHAINTE 7 BbB BCHYKH JIOKTOPAHTHT € Ha [IbPBO
msAcTo.. OT HanpaBeHaTa clipaBKa B MeXKIyHapojaHaTta 0Oa3a OT JaHHM Scopus ce BOKIa, 4e
JOKTOPaHTHT € ¢ Xupm dakTop 6, ¢ 9 qoKyMeHTa U 3HaYuTeaHUA Opoit uutati 119. bposr,
00eMBT M KauecTBOTO Ha MpeJcTaBeHHTe MyOJMKAUUH 110 TEMAaTHKATa HA AMCEPTALMOHHMS
TPYA YAOBICTBOPABA HaIbJIHO H3HCcKBaHMATA HA 3PACPD 3a npucwxnane Ha OHC ,,Jloktop™
(IOKTOPaHTBT MOKPHUBAa MHHUMAITHUTE H3KCKBaHuA 3a npuaobusane Ha OHC ,,moktop* cnopen
[paBunHuKa 33 ycloBUATa M pejia 3a npuaoOuBaHe Ha HayyHH creneHu B TY-Codus).

S. MHeHHS, NpeNoPBbKH H OelIeKKH.

I. JIucepraumsaTa mpaBH H3KITIOYHTENHO A00po BreuartneHue. Hammcana e crersaro u
SICHO, H3JIOKEHHETO € JIOTHYECKH TocienoBaTeNlHo. HampaBeHHTe eKCepruMeHTH ca
MHOT0 100pe CTPYKTYPHPaHH M ca SIPKO 10KA3aTeICTBO 38 BCHUKH MIOCTUIHATH HAYYHH,
HAYYHO-TIPMJIOKHH W TPHIOKHH IpHHOCH. JluTeparypHara OCBEAOMEHOCT Ha
JOKTOpaHTKaTa C€ OCHOBaBa Ha HOBU U Hal-HOBH M3TOYHHIIH.

2. MHoro peraWiaHoO M apryMEHTHpaHO € M3BEJE€Ha OCHOBHATa XMIOTe3a Ha
OUCEPTAllMOHHUA TpYyJ, Y€ ONTHUMAJIHUTE apxuTekTypu Ha HM Morat na Onaar
ONMpeleNIsHA  Ype3 METAeBPHCTHYHH aIropuTMH (o cmeuuanHo [eHerwden
aIrOPHTHM), KaTO C€ M3IOJI3BAaT XPOMO3OMH C paziM4yHa IB/DKHHA, aJallTHBHH
IeHETHYHH OIIEPaTOPH H IMMOAXOALHM CXEMH Ha KOJMpaHe Ha peleHusTa. Pasriieianute
NPUIIOKEHHA Ha ONTHMAJHHMTE apXuTeKTypn Ha HM mnokasBar BB3MOXKHOCTTA 32
TAXHOTO MpUIaraHe B ObJely U3cieIBaHus U MPAKTHYECKH peaTH3alluyi B Pa3IndHu
cepr Ha H3KYCTBEHHS HHTEJIEKT U MAIMHHOTO 00y4YeHHe.

6. 3akiioueHHe ¢ ACHA MOJIOKHTE/IHA HJIH OTPHIIATE/IHA OLIEHKA HA THCEePTAIHOHHHS
TpYyA.

IIpennaram Ha Hay4yHOTO JXYpH Ja NpH3HAE AKTYaJTHOCTTA, NPHHOCHTE W PE3YATATHTE Ha
NpeACTaBeHUs JHCEPTALHOHEH TPYA M Ja NpHCHAH Ha Mar. HHK. Credan Anumues [{okoB
oOpazoBarenHata ® HayyHa cremneH ,J{oktop” B o0nact Ha Bucwe oOpasoBaHue —

5.TexHu4ecKu HayKu, MpoecHOHANHO HanpasieHue — 5.3. KoMyHHKAILIMOHHA ¥ KOMITIOTBPHA
TEXHHKa.

Harta: 13.01.2026r. YJIEH HA XXYPUTO: .........
(mpod.n-p urxk. Munena Kaposa)



OPINION

on a dissertation work for the acquisition of an educational and scientific degree "Doctor"
Author of the dissertation: M.Sc. Engineer Stefan Alipiev Tsokov

Dissertation topic: Optimization of Neural Network Architectures Using Evolutionary
Algorithms

Member of the scientific jury: Prof. Eng. Milena Nikolova Mileva-Karova, PhD

1. Relevance of the problem addressed in the dissertation in scientific and applied-
scientific terms. Degree and levels of relevance of the problem and the specific tasks
developed in the dissertation.

The dissertation submitted for evaluation addresses an exceptionally relevant problem from an
applied-scientific perspective, namely the problem of neural network architectures. The topic
is also highly relevant from both scientific and scientific—practical viewpoints, focusing on the
investigation and development of evolutionary approaches for the automated design and
optimization of neural network architectures. The proposed evolutionary strategy includes the
development of a genetic algorithm with a specific solution representation, modified genetic
operators for crossover and mutation, and adaptive mechanisms.

The developed strategy is applied in three main domains: control of autonomous agents, human
activity recognition, and air pollution forecasting. The work confirms the potential of
evolutionary strategies as an effective tool for optimizing neural network architectures and
establishes a solid foundation for future research and practical implementations in various areas
of artificial intelligence and machine learning. All of this presupposes the necessary
qualifications and practical knowledge on the part of the doctoral candidate, which he/she
undoubtedly possesses.

2. Degree of familiarity with the state of the problem and creative interpretation of
the literature.

The doctoral candidate has conducted an extensive literature review related to the dissertation
topic. A total of 206 literature sources are cited, the majority of which cover the period from
2015 to 2024. The manner of presentation, terminology, and level of exposition demonstrate a
very good understanding of the subject matter.

The dissertation provides a thorough analysis of neural network models for machine learning
and metaheuristic algorithms for solving optimization problems. A method for evolving an
artificial nervous system for autonomous agents using indirect encoding and a genetic algorithm
is presented. These algorithms form an evolution-based method for the design of convolutional
neural networks for human activity recognition, as well as convolutional neural networks
combined with LSTM networks for air pollution forecasting. All of this confirms the high
relevance of the dissertation topic and the significant results achieved in the practical
application of the proposed approaches.

3. Correspondence between the selected research methodology, the stated goals and
objectives of the dissertation, and the achieved contributions.

The aim of the dissertation is to conduct scientific research leading to the development of an
evolutionary strategy for optimizing neural network architectures using genetic algorithms,
employing a modified crossover operator for solutions of varying length and adaptive mutation.
This strategy is applied, further modified, and validated for solving specific applied problems.
A substantial part of the dissertation is devoted to three types of methodologies developed for
applying the evolutionary strategy for the automatic optimization of neural network
architectures in: 1) control of autonomous agents; 2) human activity recognition; 3) air pollution
forecasting.



Experimental studies have been conducted for each presented methodology using the necessary
datasets, along with an evaluation of the final results. Numerous tables with comparative data
against other methods for solving the respective practical problems are provided.

Particular attention should be given to the proposed genetic algorithm, which gradually
increases the complexity of solutions when necessary by using individuals (chromosomes) of
variable length, a modified crossover operator, and adaptive mutation with three strategies for
modifying neural network architectures.

The selected research and development methodologies fully correspond to the stated goal, the
formulated tasks for achieving it, and the obtained contributions.

4. Scientific and/or scientific - applied contributions of the dissertation work

I accept the contributions as presented in the thesis:
Scientific contributions:

1. A method for optimizing neural network architectures is proposed using a genetic
algorithm that evolves and increases the complexity of solutions from simpler to more
complex ones, employing a modified crossover operator for variable-length solutions
and adaptive mutation with three strategies for modifying neural network architectures;

2. A method for evolving neural networks for the control of autonomous agents is
proposed, using a biologically inspired indirect encoding scheme that enables the
development of neural networks while accounting for interactions with the environment,
with the aim of adapting the agent to a specific environment;

3. A method for automatic optimization of convolutional neural network architectures for
human activity recognition through an evolutionary process is proposed, which
increases the complexity of simple architectures by adding new layers, using modified
crossover for solutions of different lengths and adaptive mutation with three
equiprobable strategies: layer modification, layer addition, and layer removal;

4. An approach is proposed for incorporating evolved architectures into a hybrid deep
spatio-temporal model for air pollution forecasting in various ensembles consisting of
models with identical architectures and models with different architectures.

Applied-scientific contributions:

I. A hybrid deep spatio-temporal model based on a convolutional neural network and an
LSTM network is proposed for air pollution forecasting, featuring automatic selection
of input variables and optimization of model hyperparameters;

2. A hybrid strategy for imputing missing values in time series is proposed and applied to
train the hybrid deep spatio-temporal model for air pollution forecasting;

3. A strategy for selecting input variables in air pollution forecasting using a hybrid deep
spatio-temporal model is proposed,;

4. A strategy for incorporating spatial information in air pollution forecasting using a
hybrid deep spatio-temporal model is proposed.

Practical contributions:

1. A prototype has been developed for experimental evaluation of the proposed
biologically inspired indirect encoding scheme for evolving neural networks for the
control of autonomous agents in a simulated artificial world. The results demonstrate
that, using a simple implicit fitness function, agents capable of distinguishing different
objects are successfully evolved, and diverse and complex architectures with a small
number of parameters are generated compared to other possible approaches for evolving
a nervous system for autonomous agent control;

2. A prototype has been developed for experimental evaluation of the evolution-based
design of convolutional neural networks for human activity recognition, demonstrating
significantly better results compared to other deep architectures;



3. A prototype has been developed for experimental evaluation of the proposed hybrid
deep spatio-temporal model for air pollution forecasting, showing that even under
limited computational resources, evolved architectures lead to good and stable results.

I recognize the above-mentioned scientific, applied-scientific, and practical contributions as
achievements of the doctoral candidate, developed during the course of the dissertation
research. The obtained results demonstrate a high degree of applicability and confirm the
significance of the declared contributions. A very good analysis and experimental evaluation of
the results has been carried out

5. Evaluation of the publications related to the dissertation

I consider the personal contribution of the doctoral candidate to the dissertation’s achievements
to be fully sufficient. The declared contributions are presented in eight publications covering
the period from 2019 to 2022. Four of them are published in international scientific conferences,
and four in international scientific journals. Seven of the publications are indexed in the
international database Scopus; one publication is single-authored, and in the remaining seven
the doctoral candidate is listed as the first author.

According to the reference check in the Scopus database, the doctoral candidate has an h-index
of 6, with 9 documents and a significant number of citations (119). The number, volume, and
quality of the publications related to the dissertation topic fully satisfy the requirements of the
Academic Staff Development Act of the Republic of Bulgaria for awarding the educational and
scientific degree “Doctor” (the doctoral candidate meets the minimum requirements for
acquiring the degree “Doctor” according to the Regulations of the Technical University of
Sofia).

6. Opinions, recommendations and remarks

1. The dissertation makes an exceptionally good impression. It is written concisely and
clearly, with logically consistent exposition. The conducted experiments are very well
structured and provide strong evidence for all achieved scientific, applied-scientific, and
practical contributions. The doctoral candidate’s familiarity with the literature is based
on recent and up-to-date sources.

2. The main hypothesis of the dissertation is derived in a very detailed and well-argued
manner, namely that optimal neural network architectures can be determined using
metaheuristic algorithms (in particular, genetic algorithms) by employing chromosomes
of variable length, adaptive genetic operators, and appropriate encoding schemes for
solutions. The examined applications of optimal neural network architectures
demonstrate their potential for use in future research and practical implementations in
various fields of artificial intelligence and machine learning.

7. Conclusion with a clear positive or negative evaluation of the dissertation

I suggest that the scientific jury recognize the relevance, the contributions and the results of the
presented dissertation work and award the M.Sc. Eng. Stefan Alipiev Tsokov, the educational
and scientific degree "Doctor" in the field of higher education - 5.Technical sciences,
professional direction - 5.3. Communication and computer technology.

15.01.2026 Signature:
/Prof. M.Karova, PhD/



