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HeBpoHHlr Mpexu qpe3 eBonroqproHHr{ irJrropr{TMr{
gaen sa HayqHoro xypra: npo$.. A-p HHx. Murena Kapora

1. Arrya.nuocr ua pa:pa6orranfifl B aucepraullouHrrq rpya npo6,ren B Hayqno [r
HayquonpnJroxHo orHo[reHrre. Crenen u Hr{Ba Ha axTya,rnocrra na npo6,reua u
KoHKperHrlTe 3aqavx, parpa6oreHx B Arlcepraufiqra,

flpegocrareuurr 3a craHoBurrle AuceprarlrroHeu rpya paspa6orra r.r3KJrroqureltno axTyanen
npo6:reu B HafrHolpuJroxHo orHorrreHrre, a rrMeHHo npo6:rerrra c apxuTeKTypr.rre Ha

HeBpoHHIrre upexu. Terr,lara e aICyaJrHa ra B [ocoxa Ha HafrHo u HafrHo - npaKTr.rqecKo

orHorrreHr.re - rr3cJreABaHe u paspa6ornaue Ha eBoJrroq[oHHu rroaxoaa 3a aBToMarr.r3rrpaHo

rIpoeKTHpaHe I4 onruMta3auus Ha apxrreKTyprr Ha HeBpoHHa upexl.r. Eno::roulroHHara
crpareru, Bx,rroqBa pa:pa6orxara Ha feHetlr.{eH anroprrrtM ctc cneqlrtpuuuo flpeAcraBrHe
Ha peueHurrra, uo4lrblrunpaun reHerr{qHu oneparopu 3a KptcrocBane rr M}rauHs.
Paspa6orenara caparerxr e flprrJ]oxeHa B Tprz ocHoBHlr o6racru: yfipaBneHlie Ha aBToHoMHr.r

arenTlr, pa3[o3HaBaue Ha qoBerrxu gefiuocru u upotHo3rrpane Ha 3aMbpcrBaxero Ha B63ayxa.
Yrnrpxrasa ce noreHlltlara Ha eBoJrroq]roHHure crparerr,ru xaro eQexrueeu rrHcrppeHT 3a

orrTuMr.t:arlt,t, Ha apxrrreKTy)u ua HM, Ho u ca3AaBa cra6u;rua ocHoBa 3a 6'r,Aeulu
I.rscJIeABaHru u [paKTraqecKr.r peaJrri3arluu B piBnrrqHu cQepra na r{3xycrBeHH.,r r.rHTe.-reKT u
MauIrHHoro o6yrenue. Bcuqxo rosa [peAnonara HyxHara rsanu$uraqa.a H npaxTuqecKx
3Harrut or crpaHa Ha AoKTopaHTa, xouro rofi HectMHeHo rlpl,rrexaBa.

2, Crenes Ha rro3naBane cr,croquuero na npo6nena ll TBopqecxa HHTeprrperauur
HA JrnTepaTypHHf MaTep[an,

lorropaNrrr e HanpaBHJr rnr4poK Jrr.rreparypen o6sop flo reMarr4rara na 4rlcepraqrlrra. B
cBorra iruTeparlpHa cnpaBKa ro e qlrTupara 3HaqlrreJrHara qr.r$pa or 206 turepatypuu
H3ToqHlIKa, Karo no-roJurMara qacr ourogHo o6xsaqaul[ flepHoAa ot 2015 lo 2024r. Ha.rllHtr
Ha r,r3JroxeHrre, TepMraHoJrorHrTa r.r Hr,rBoTo Ha npeAcTaBeHaTa 3alr4cKa roBoprT 3a MHofo
Ao6po nosHasaHe ua npo6rerr.raruxara. B AaceprarlrroHHr.r, TpyA e HalpaBen :raHoro go6lp
aHaiILI3 Ha Ha HeBpoHHo-MpexoBr.I MoAeJIIT 3a MaITII{HHo o6yleuae u MeraeBpucrui.IHu
iIJIrOpUTMIr 3a pellaBaHe Ha OITT.TMLI3aIIITOHHII 3aAaqH, ApeACTaBeH e MeTOA 3a eBOnrcspaHe Ha

I.I3KyCTBeHa HepBHa Cr{CTeMa 3a aBTOHOMHn areHTLr C llH,qLIpeKTHO KOAHpaHe r.{ reHeTUqeH
aJrropurlM. Teeu amopuruu t|opr'.rupar eBonroq[ouuo 6a:upau Meroa 3a alr:aiiu na
KoHBoJIIoulioHHa HeBpoHHa Mpexa 3a pa3lr03HaBaHe Ha qoBeurxh .qefiHocru z xoHsoJrrounoHHa
HM u LSTM Mpexa 3a [porHo3rrpaHe Ha 3aMtpcrBaHero Ha Bb3A]xa. Bc[.{xo roea AoKa3Ba
H3XJIIOIILITeJIHaTa aI(TyaJIHOCT Ha TeMaTa Ha .{UCepTaIIIOHHII' TpyA H 3HaqHTeJrHHTe pe3yJtraTH
rrpu upaKTr.rqecKoro flpuJraraHe Ha pa:pa6orxara.

3. Crorsercrsue ua u:6pauara MeroAl,rxa Ha n3cJreABaHe r{ nocraBeHara ue,r ll
3aAaru Ha a[cepTauuoHHllt TpyA c rrocT[fHaT[Te npIIHocr{.

Ifenra ua A[ceprarlxorrHuq rpyA e Aa ce rl3Bbptt.tar Ha)AHHre H3cJreIBaHr-r{, c uen Aa ce
paspa6orlr eBoJIloqIroHHa crparerlr, 3a olrr.rMrr3rzpaHe Ha apxrlreKr]prl sa HM c reHeruqHrr
arropurMH, r,r3noJr3Barq uo4utpaqr-rpan oneparop 3a KptcrocBaHe 3a perxeHH, c Bapnpaua
AlJrxuHa ll aAanrHBHa M)'Tarllrr, Korro Aa 6rAe npuloxeua H AonbJrHrrreJruo r'rogu$lrqupaua
H BanI.IAI,rpaHa 3a perxaBaHe Ha KoHKperHr4 npr,uroxHr.r npo6lenru. lorslrla qacr or
.q[cepraulroHHara pa:pa6orxa e nocBereHa na 3 nu,4a pa:pa6oreuu MeroAonoruH 3a

[pIlJIOXeHr.re Ha eBoJIIOIIHOHHaTa CTpaTerX' 3a aBTOMaTLTIHa OrITI,IMIi3aIIHC Ha apxVTeKTypr.r Ha
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HM :a: I )ynpae:reHue Ha aBToHoMHIT arcatu; 2) p.r3rlo3uaBaHe Ha rIoBeIrxE geiisocrlt; 3)
nporHo3[rpaHe Ha 3aMrpcrBaHe Ha B63.[]xa. flposeAeHu ca eKcIIepHMeHTaurHIt H3cJIeaBaHr{,

3a BcrKa flpeacraBeHa MeroaoJrornt c neo6xoquul.ITe AaHHI{ I{ oqeuxa na rcpaftuute pe3ynrarlr.
flpeg:roNeHu ca MuoxecrBo ra6ruqu csc cpanHItreJIHH AaHHLI c ApFIr MeroAlI 3a pemaBaHero

Ha [paKTHrIecKHTe 3aAaqr{.

I,I:x-nrcqurerso BHr,rMaHlre rpr6ra ga ce o6rpHe Ha [peAJroxeHru reHeruqeH anroplrrbM,
xoiiro noctenenuo yBenul{aBa cnoxuocrra Ha perneH}trra nplr H]rx.qa, Karo H3noJBBa

rtHJ.LlB:aAu (xporrrosorvrz) c Baprrpaulr A6JrxHHr.r, lroAz$uqupan oleparop 3a KptcrocBaue H

aAanrnBHa Mlraqlrr c rpr.r crparerflu 3a rrpoMeHH B apxrrrexrypr.rre Ha HM.
tr4:6pauure MeroAHKr4 Ha rr3creABaHe lr pa:lpa6orxa Ha[bJrHo cr,orBercrBar Ha nocraBeuara
ue;r, $oprnrynnpaHuTe 3aAaqfl 3a flocrrlraHero il u nocrurnarnre [pr.rHocr{.

4. Hayvnr u/u,ru uayuuo - nprrJroxxlr npnnocn Ha A[cepraurroHuriq rpyA
flpreuau npHHocHre raxa, KaKTo ce npeAcraBeHn B anceprarruoHHLlA rpyA:.
Hayvnu nprrHocr

I. flpegroxen e MeroA 3a o[TaMr3arlul Ha apxr.rrerTypara na HM c r.r3non3BaHe Ha

reHeTrrqeH aJlropr.rTbM 3a eBonroqru ,r ycJroxHrrBaHe Ha peueHr4rTa oT no-[pocTr.t I(6M
no-croxHrr, rofiro H:noagsa uogu$uqupax oneparop 3a KpbcrocBaHe 3a peueHlt, c
BapHpauE aGJrxr.rHl.r u aaarrTr{BHa Myrau[r c TpH cTpaTemr.r 3a npoMeHu B

apxurex'rypure Ha HM;
2. flpeg:roNen e MeroA 3a eBonrotpaHe ua HM sa yflpaBneHlle Ha aBToHoMHH areHTr,r,

xofiro usuorsga 6no:roruqno BArxHoBeHa r4HAr{perrHa cxeMa Ha (oAr,lpaHe,

ocurypsBaula BG3MoxHocr 3a pa3Brrrr.re sa HM c orqLITaHe Ha ssaal4oAeftcrBr,rrra ctc
cpeAara c qeJr aAaflrr.rpaHe Ha areHTa rtllr cuequ$uvua cpeaa;

3. flpe4loxen e Mero.q 3a aBToMar[qHa onrrlMu3arlt,r, Ha apxxTeKT)para na
KoHBoJrrourroHHr.r HM:a pa:no:uaBaHe Ha qoBe[rKr.r aeilHocrlt qpe3 eBorroq[oHeH
npoqec, Koiiro ycJroxH.,rBa npocru apxnreKrypz c 4o6aarue Ha HoBr.{ cJroeBe c
r,r3noJr3BaHe na r'aoAaQuqupaHo KpscrocBaHe 3a peureHH, c pa3nr.rrrHa AT,JtxHHa H

aAanrrrBHa Mlrarluq c rpr.r paBHo BeporrHr.r crparerr{u ta uo4a<fuqtpane ua c:roi,
Ao6asque na crofi u rpeMaxBaHe sa c,roti or apxrrerrypara Ha HM;

4. Ilpeaaoxen e noAxo4 3a BKJrroqBaHe Ha eBonro paHlt apxnrexryplr sa xu6pngen
gr,r6or npocrpaHcrBeHo-TeMaopaneH MoAen 3a nporHo3upaHe Ha 3aM6pccBaHero Ha

Bb3ayxa B pa3nuqHr.r aHcau6au, cbcrorulu ce or MoAeJIu c eAHaKBr,r apxlrreKT)pH r.r

MOAenv c pa3nuqHr.r apxHreKrlprr.
Hayuuo-npu,roxHrr nprrHocll:

1. flpe4roNeu e xn6pugeu gar6ox upocrpaHcrBeuo-TeMfiopaneu MoAen dazupau ua
KoHBoJrloqr.roHHa HM u LSTM rupexa 3a [porHo3r.rpaHe Ha 3aMrpcrBaHero Ha B63A]xa
c aBToMarr{qeH [oA6op Ha BxoAH[ npoMeHJrr.rBrr H o[THMH3auru Ha xnnepnapaMerpuTe
Ha MOAena;

2. flpegaoxeua e xu6pugna crparerlr, 3a 3a[bJrBaHe Ha JrancBarqr crofinocrtr gss

BpeMeBr.r peroBe, Korro e npr4noxeHa 3a 06) {eHr.re ua xu6pu4uur 4116or<
IlpocTpaHcTBeHo-TeMnopaneH MoAeJr 3a nporHo3rrpaHe Ha 3aMbpc.,IBaHe Ha BBAlxa;

3. flpegloNeua e crparerr4, sa noA6op Ha BxoaHrr npoMeHnr.rBr, rrpa [porHo3r.rpaHe Ha

3aM6pcrBaHero Ha Br3Ayx c xx6pr4aeH rar6ox npocrpaHcrBeHo-TeMlopaneH Moaen;
4. flpeq,roNeua e crpareruf, 3a BK,.rrcrrBaHe Ha npocrpaHcrBena unQopltaur.rr npz

lporHo3rrpaHe Ha 3aMtpcrBaHero Ha Br3Alx c xu6puAeu 7rul6or< upocrpaHcrBeHo-
TeMnopaJreH MoAeJr.

Ifpu,roxnu nprrHocu:
l. Pa:pa6oren e npororrln 3a excnepnMeHranHo oueHrBaHe Ha npeanoxeHara

6noaoru.{Ho BAbxHoBeHa rrHAr4peroHa cxeMa Ha KoAHpaHe 3a eBonror.tpaHe Ha HM sa
ynpaBneHlre Ea aBToHoMHr,r areHTu Brpxy cuMynaqH, Ha u3KycTBeH csrr, xoiro
noka3Ba, qe c u3noJI3BaHe Ha npocra r.rMnJrlrur{THa Quruec Spmuu, ycflerlHo ce
eBonrcfipar areuru cnoco6nu aa pa3rpaHur{aBar pa3rr.rqnlt o6eKTr.r t.r ce reHeprrpar
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pa3Hoo6pa3Hx rr KoMrrJreKcHH apxnreKrypr{ c MaJIbx 6pofi napauerpu cflprMo apyr]I
B:b3MOXHrI IrO,Q(OAL 3a eBOnrOXpaHe Ha HepBHa CHCTeMa 3a y[paBJreHHg Ha aBTOHOMHL

ATEHTTI;

2. Pa:pa6oren e flpororlln 3a eKcneprrMeHTaJrHo orleHrBane Ha eBoJrrourroHH o 6a3tpaHvfl
ax3aftH Ha KoHBoJrroqEoHHH HM sa pa:uosuaBaHe Ha r{oBerura 4e Hocr, xofiro
nora3Ba 3Haqr,rreauo no-qo6pn pe3yrrarlr B cpaBHeHrre c ap)'rlr a6r6oKu apxLITeKTypE;

3. Pa:pa6orex e flpororr,rfl 3a eKcnep MeHTaJrHo orleutrBaHe Ha [peAnoxeHr.r, xu6prl4eH

A6n6ox [pocrpaHcrBeHo-TeMnopiureH MoAeJr 3a nporHo3lpaHe Ha 3aM6pcrlBaHero Ha

Bl3Ayxa, xoiro noxagsa, qe AopH r.r nprl orpaHr.rqeHn H3qrrcnHrenHu pecypcu
eBonronpaHrre apxr.rrexTypu BoArr Ao noJry{aBaHe na 4o6pu r4 rrocrorHHr pe3yJrrarx.

Ilpusnanau r.r3JroxeHr{Te no-rope HafrHr{, Ha) rHo-npr,rJroxHrr u rrpHnoxHH nprrHooj Karo
3acJr).rrr Ha AoKTopaHTa, cb3AaAeHr.r B xoAa Ha Auceprarl oHHoro rtcneABaHe. flo:ryreuure
pe3ynTaTE rrMaT MHoro roJIrMa cTeneH Ha npHJIoxIrMocT I,I noKa3BaT 3HaqIlMocT Ha

agKJrapr4paH Te npuHocrr. Hanparen e MHoro 4o6rp ana:rus Ha e(cfleprrMeHrilJrHr.rre
pe3yrTaTH c eKc[eprrMeHTalnHa orIeHKa.

4. Ilpeqeuxa xa ny6.nuxaquure rro Auceprau[ouunq rpyA
Cuxrau, qe JrrrrrHoro ) racrrre B npr.ruocuTe Ha A ceprarllura e Ha[6JrHo aocrartqHo.
3asseuure npr.rHocr ca [pe,[craBeHr.r a 8 ny6ruxaqulr. Te o6xsaIrlar fleplroa or BpeMe - or
2019,qo 2022r.4 or rrx ca B Mexr),HapoaHr,r Ha) {Hr4 xonQepenqnu, 4 ca a uexgynapognu
Haytuu u34arlafl. 7 or ny6ruxaquu, e ca pe$epnpanrr B MexAynapoAna 6a:a Aasnu ,,Scopus",
I o'r ny6ltrxaquure e caMocrorreJrHa, a or ocraHaJrure 7 sr,s Bcr4qxlr aoKTopaHTlT e Ha n6pBo
Ivucro.. Or HanpaBeuara cnpaBKa B MexlyHapoauara 6asa or AaHHr.r Scopus ce Boxaa, qe

aoKropaHTtr e c Xupru r[arrop 6, c 9 AoKylreHra r, 3HaqtlTerHlt, 6pofi qrraru 119. Eporr,
o6elor u KaqecrBoro r{a npeacraBeHrrre ny6;ruraqulr no reMaruKara Ha auceprarlnoHHr.rq
TpyA yAoBnerBop{Ba HarrtJruo H3rrcxBaH}urra na 3PACPE 3a npuc}xAaue na OHC ,,,[oxrop"
(AorT opanm'r rorplrBa MuHr.rMaJrHHTe rr3rrc(BaHr,r;{ sa nptgo6urane Ha OHC ,,.qorffop" cnope.q
flpauurauxa aa ycJroBrrrra r peAa 3a npr4.uo6uBaHe Ha HayrHr.r creneHrr r TY{o$rar).

5, Mneuur, rrperropBxu u 6erexx[.
1. .{xcepraquma flpaBr,r ,r3(JrroqrrreJrno go6po nuevaraenue. Hanncaxa e crerHaro H

tcHo, rr3JloxeHr.rero e JlofuqecKl locJleAoBareJlno. Hanpanenure eKcneprrMeHTrl ca
uHoro qo6pe crpyKT)?r.rpaHn 11 ca rpKo AoKa3areJrcrBo 3a BcHrrKr4 nocrr,rrHarr,r Ha)qHx,
HafrHo-npuJroxH[ ], npr4noxH]r flpuHocu. Jlurepa'rypuara ocBeAoMeHocr Ha

AoKTopaHTKara ce ocHoBaBa Ha nonu n uafi-Hoslt l,t3ToqHLIulr.

2. Mxoro AerainHo I,t aprlt{eHTrrpaHo e r43BeAeHa ocnoBnara xurrore3a Ha

AaceprarluoHHu, TpyA, qe orrrr.rMaJlHrrre apxuTeKTypu ua HM uorar Aa 6r,.qar
onpeAen HLr qpe3 MeraeBpHcrlrqHr.r anropHTMH (no c[equirJrHo leHeru.reu
aJlropu, bM), Karo ce r.r3rroJr3Bar xpoMo3oMr.I c pa3n[rrHa r6nxr,rua, aAanrr.rBHlr
reHerl{qHll oneparopn u noAxoArulr4 cxeMI.I Ha KoALIpaHe Ha pe[reHurra. Pa:rleganure
npnroxeHflrr Ha olrrrMaJrHuTe apxuTexTlpr.t ra HM noxa:gar Bt3lroxrrocrra 3a

TrxHoro upliJraraHe s 6rAerqu l.ccneABanr,u ri [paKTurrecKH peanr,I3aqlu B pa3rr4qHr.I

c$epn ua r,r3r(ycrBeulrr uHTeJreKT H MaurrrHuoro 06)"reHrre.
6, 3ax.nroqeune c scxa norox[TenHa l{nlt orpttuareJrua oqeHKa Ea Altcepraq[oHHufl

TPYA'
flpe,q,raralr Ha Ha) Iuoro xyplr Aa npIBHae aKTyaulHocrra, npllHocure I{ p*ynrarure Ha

npeAcraBeHrr, .quceprarlrroHeH TpyA tt Aa [prcbArr Ha Mar. uHx. CreQan A;ruuter I{oroa
o6pasonareruara u Hayina creleH ,fiorrop" B o6nacr Ha Bucrue o6pa3oBaHue -
5.TexHuqecra uayru, npoSecuoHirrHo HalpaBnesue - 5.3. Kouyuuxaqr.roHHa n KoMnror'LpHa
TEXHHX .



OPINION
on a dissertation work for the acquisition ofan educational and scientific degree "Doctor"

Author of the dissertation: M.Sc. Engineer Stefan Alipiev Tsokov

Dissertation topic: Optimization of Neural Network Architectures Using Evolutionary
Algorithms

Member of the scientilic jury: Prof. Eng. Milena Nikolova Mileva-Karova, PhD

1. Relevance of the problem addressed in the dissertation in scientific and applied-
scientific terms. Degree and levels of relevance of the problem and the specilic tasks
developed in the dissertation.

The dissertation submitted for evaluation addresses an exceptionally relevant problem liom an
applied-scientific perspective, namely the problem of neural network architectures. The topic
is also highly relevant from both scientific and scientific-practical viewpoints, focusing on the
investigation and development of evolutionary approaches for the automated design and
optimization of neural network architectures. The proposed evolutionary strategy includes the
development of a genetic algorithm with a specific solution representation, modified genctie
operators for crossover and mutation, and adaptive mechanisms.
The developed strategy is applied in three main domains: control ofautonomous agents, human
activity recognition, and air pollution forecasting. The work confirms the potential of
evolutionary strategies as an effective tool for optimizing neural network architectures and
establishes a solid foundation for future research and practical implementations in various areas

of artificial intelligence and machine learning. Atl of this presupposes the necessary
qualifications and practical knowledge on the part of the doctoral candidate, which he/she

undoubtedly possesses.

2, Degree of familiarity with the state of the problem and creative interpretation of
the literature,

The doctoral candidate has conducted an extensive literature review related to the dissenation
topic. A total of 206 literature sources are cited, the majority of which cover the period from
2015 to 2024. The manner ofpresentation, terminology, and level of exposition demonstrate a

very good understanding of the subject matter.
The dissertation provides a thorough analysis of neural network models for machine learning
and metaheuristic algorithms for solving optimization problems. A method tbr evolving an
artificial nervous system for autonomous agents using indirect encoding and a genetic algorithm
is presented. These algorithms form an evolution-based method for the design ofconvolutional
neural networks for human activity recognition, as well as convolutional neural networks
combined with LSTM networks for air pollution forecasting. All of this confirms the high
relevance of the dissertation topic and the significant results achieved in the practical
application of the proposed approaches.

3. Correspondence between the selected research methodology, the stated goals and
objectives of the dissertation, and the achieved contributions.

The aim of the dissertation is to conduct scientific research leading to the development of an

evolutionary strategy for optimizing neural network architectures using genetic algorithms,
employing a modified crossover operator for solutions of varying length and adaptive mutation.
This strategy is applied, further modified, and validated for solving specific applied problems.
A substantial part of the dissertation is devoted to three types of methodologies developed for
applying the evolutionary strategy for the automatic optimization of neural network
architectures in: 1) control ofautonomous agents; 2) human activity recognition; 3 ) air pollution
forecasting.



Experimental studies have been conducted for each presented methodology using the necessary
datasets, along with an evaluation of the final results. Numerous tables with comparative data
against other methods for solving the respective practical problems are provided.
Particular attention should be given to the proposed genetic algorithm, which gradually
increases the complexity of solutions when necessary by using individuals (chromosomes) of
variable length, a modified crossover operator, and adaptive mutation with three strategies for
modifying neural network architectures.
The selected research and development methodologies fully correspond to the stated goal, the
formulated tasks for achieving it, and the obtained contributions.

4. Scientific and/or scientific - applied contributions ofthe dissertation work
I accept the contributions as presented in the thesis:
Scientifi c contributions:

l. A method for optimizing neural network architectures is proposed using a genetic
algorithm that evolves and increases the complexity of solutions from simpler to more
complex ones, employing a modified crossover operator for variableJength solutions
and adaptive mutation with three strategies for modiffing neural network architectures;

2. A method for evolving neural networks for the control of autonomous agents is
proposed, using a biologically inspired indirect encoding scheme that enables the
development ofneural networks while accounting for interactions with the environment,
with the aim of adapting the agent to a specific environment;

3. A method for automatic optimization of convolutional neural network architectures for
human activity recoglition through an evolutionary process is proposed, which
increases the complexity of simple architectures by adding new layers, using modified
crossover for solutions of different lengths and adaptive mutation with three
equiprobable strategies: layer modification, layer addition, and layer removal;

4. An approach is proposed for incorporating evolved architectures into a hybrid deep

spatio-temporal model for air pollution forecasting in various ensembles consisting of
models with identical architectures and models with different architectures.

Applied-scientific contributions:
l. A hybrid deep spatio+emporal model based on a convolutional neural network and an

LSTM network is proposed for air po[lution forecasting, featuring automatic selection
of input variables and optimization of modeI hyperparameters;

2. A hybrid strategy for imputing missing values in time series is proposed and applied to
train the hybrid deep spatio-temporal model fbr air pollution forecasting;

3. A strategy for selecting input variables in air pollution forecasting using a hybrid deep
spatio{emporal model is proposed;

4. A strategy for incorporating spatial information in air pollution forecasting using a

hybrid deep spatio-temporal model is proposed.

Practical contributions :

l. A prototype has been developed for experimental evaluation of the proposed
biologically inspired indirect encoding scheme for evolving neural networks for the
control of autonomous agents in a simulated artificial world. The results demonstrate
that, using a simple implicit fitness function, agents capable of distinguishing different
objects are successfully evolved, and diverse and complex architectures with a small
number of parameters are generated compared to other possible approaches for evolving
a nervous system for autonomous agent control;

2. A prototlpe has been developed for experimental evaluation of the evolution-based
design ofconvolutional neural networks for human activity recognition, demonstrating
significantly better results compared to other deep architectures;



3. A prototype has been developed for experimental evaluation of the proposed hybrid
deep spatio-temporal model for air pollution forecasting, showing that even under
limited computational resources, evolved architectures lead to good and stable results.

I recognize the above-mentioned scientific, applied-scientific, and practical contributions as

achievements of the doctoral candidate, developed during the course of the dissertation
research. The obtained results demonstrate a high degree of applicability and confirm the
significance ofthe declared contributions. A very good analysis and experimental evaluation ol'
the results has been carried out

5, Evaluation ofthe publications related to the dissertation
I consider the personal contribution ofthe doctoral candidate to the dissertation's achievements
to be futly sufficient. The declared contributions are presented in eight publications covering
the period from 2019 to 2022. Four ofthem are published in intemational scientific conferences,
and four in intemational scientific journals. Seven of the publications are indexed in the
intemational database Scopus; one publication is single-authored, and in the remaining seven
the doctoral candidate is listed as the first author.
According to the reference check in the Scopus database, the doctoral candidate has an h-index
of 6, with 9 documents and a significant number of citations (1 19). The number, volume, and
quality of the publications related to the dissertation topic futly satisfy the requirements ofthe
Academic Staff Development Act of the Republic of Bulgaria for awarding the educational and
scientific degree "Doctor" (the doctoral candidate meets the minimum requirements for
acquiring the degree "Doctor" according to the Regulations of the Technical University of
Sofia).

6. Opinions, recommendations and remarks
l. The dissertation makes an exceptionally good impression. It is written concisely and

clearly, with logically consistent exposition. The conducted experiments are very well
structured and provide strong evidence for all achieved scientific, applied-scientific, and
practical contributions. The doctoral candidate's familiarity with the literature is based
on recent and up-to-date sources.

2. The main hypothesis of the dissertation is derived in a very detailed and well-argued
manner, namely that optimal neural network architectures can be determined using
metaheuristic algorithms (in particular, genetic algorithms) by employing chromosomes
of variable length, adaptive genetic operators, and appropriate encoding schemes for
solutions. The examined applications of optimal neural network architectures
demonstrate their potential for use in future research and practical implementations in
various fields of artificial intelligence and machine leaming.

7. Conclusion with a clear positive or negative evaluation ofthe dissertation
I suggest that the scientific jury recognize the relevance, the contributions and the results ofthe
presented dissertation work and award the M.Sc. Eng. Stefan Alipiev Tsokov, the educational
and scientific degree "Doctor" in the field of higher education - S.Technical sciences,
professional direction - 5.3. Communication and computer technology.
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