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PEqEH3Uf,

Bbpxy ArcepraqroHeH rpyA aa npr4o6neaue ua

o6paeoearenxa u HayqHa crenex ,,[OKTOP"

Aarop xa AhcepraquoHHr4r rpyA: Mar. CreQax Anrnrea Lloroa
TeMa Ha Ahcepraq!4oHH!4 a rpy p. ,,Onmuuu3upaHe Ha apxumenmypu Ha

HeapoHHu Mpstu qpe3 eeon,o4uoHHu anzopumMu "

Peqer:err: Aor.l. A-p Feopru l-{o,ree

1. Arryanxocr xa parpa6orBaHrf, B Ar4cepraquoHHlre rpyA npo6nem.
Cugupxaxre Ha Aucepraqt,toHHlrs rpyA.

llpegcraeexunr Mh 3a peqeH3!,rpaHe Ar4cepraquoHeH TpyA e npeAHa3HaqeH 3a

npu4o6uaaxe ra o6paaoaarenlara u HayqHa creneH - florrop.
TeMara e afiyanHa H 3Haq!4Ma B HayqHo-npHnoxeH H nphfloxeH acnefi 14 e

cBbp3aHa c npo6neuure npr4 MpexoBara r uH$opuaq!4oHHa cxrypHocr u no

KoHKperHo npr4 crcreMu 3a orKpuBaHe Ha npoH[KBaHHq ta npeBeHqhn. ArryanHocrra
xa pa:pa6oraaH fi B Aucepraqrnra npo6neM ce norBtpxAaBa or 3achneHhn

r4HTepec KbM aHanu3a r npo6nenaure Kohro ca or6enceaH B Ar4cepraqr4oHHr4ff rpyA.
llpegcraaenunr A cepraLl oHeH TpyA e HacoqeH KbM t43cneABaHe Ha aKTyanHa u

uHTeH3rlBHo pa3B Baula ce o6nacr, cBlp3aHa c aBToMarh3r4paHoro npoeKT paHe h

onTuMr43HpaHe Ha apxuTeKrypr4 Ha HeBpoHHr4 Mpexrl qpe3 eBonrcquoHHr4 aflropuTMr4

14 no-cneq[anHo reHer qHH aflrop!4TMr4. Arryanxocrra Ha pa3rne4qaHun npo6neur

npo 3Trrqa or HapacrBau.lara pon, Ha MeroAr4Te:a Arn6oro o6yveHue B uJrlpoK Kprr
npunoxeHrn u or Qarra, qe pbqHoro npoeKr[paHe na e$erruanr apx[Terrypr4 e
cnoxHo, BpeMeeMKo tA v3vc(Ba 3HaquTenHa eKcnepTHa HaMeca u 3gucfluTeflHrl
pecypcll. Toaa o6ycnaan Heo6xogruocrra or np[flaraHe Ha HTen!4reHTHrl

MeTaeBprcTurlHu MeToAr4, Kor4To Aa nosBonFBaT aBToMaTr3rpaHo TbpceHe B rofleMu
npocTpaHcTBa oT apx[reKryp , nocreneHHo ycnoxHcBaHe Ha peuJeH FTa h

aAanrrBHa npoMsHa Ha crpyKTypara H napaMerprre Ha MpexHTe. B rogr xosrexcl
3cneABaHero, HacoqeHo ruu pa:pa6orBaHe Ha eBolrror.l4oHHa crparer n 3a

onr Mrr3upaHe Ha apx!4TeKTyph Ha HeBpoHHrr Mpex[ h HerZHoro nphnoxeH e sa

ynpaBneHre Ha aBToHoMH14 areHTh, pa3no3HaBaHe Ha qoBe[rlKr4 gefiuoor u

nporHo3upaHe Ha 3aMlpcgBaHeTo Ha Bb3Ayxa, npeAcTaBngBa 3HaqHMa HayqHa

npunoxHa 3aAaqa c B coKa npafiHqecxa crofisocr.

2. Crenex Ha no3HaBaHe cLcrof,Hrero Ha npo6nena x rBopqecKa
l,tHTepnpeTaqxg Ha nnTeparypHx, MaTepxan

flucepraqroxxr,rer rpy4 AeiroHcrpnpa unoro go6pa creneH Ha no3HaBaHe Ha

crBpeMeHHoro crcroqHhe Ha [3caeABaH[n npo6neu. ABTop]T e u3Bbprl.lxn
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3aAbn6oqeH h cl4cTeMaT!4qeH nhTeparypeH o63op Ha ocHoBHhTe KoHqenLlrl!4, MoAenu

h noAxoAH B oonacTTa Ha HeBpoHHr4re Mpexrl, Arn6oKoTo o6yqeHfie 14

eBonpqxoHHr4Te anrophTMr4 3a onTuMu3aqhF. AHanr3r4paHr4 ca KaKTo KnacrqecKhTe

MeTOAr4 3a npOeKTHpaHe H O6yqeHr4e Ha HeBpOHHr4 Mpe)KH, TaKa r CrBpeMeHHLr

MeTaeBprlcTu'.rHr1 noAxoAr4 3a aBToMaTr3rpaHo TlpceHe Ha onT ManH apxHTeKrypn,

KaTO Ca OTqeTeHU TeXH Te npeAUMCTBa, OtpaHUqeHUC 14 O6naCTU Ha npr4nOXhMOCT.

Marep!4an e crpyKryp paH noruqHo h qeneHacoqeHo, Karo aBToprr yMero
cBbp3Ba TeopeT qHhTe nocTaHoBKr4 c KoHKpeTH[Te np noxHr,4 3aAaqu - ynpaBfleHue

Ha aBTOHOMHI4 areHT , pa3no3HaBaHe Ha qOBeUKr4 AerHOCTr,l npOrHO3 paHe Ha

3aMbpcnBaHe Ha Br3Ayxa. Oco6ero nonoxhreflHo BneqarrreHue npaB Kpr,rr!4qHunT

aHanH3 Ha clu.lecTByBauluTe peueHr4g 3a aBToMaT[3aque aa gnaa aa Ha HeBpoHHo-

MpexoBr,l apxuTeKrypr4, Bb3 ocHoBa Ha xofiro ca $opruynupaxr ecHo

u3cneAoBarencKure xr4nore3 u Morr{BaLlhqra sa paspa6oraane na co6craena
eBontoqroHHa cTpaTeruF.

Hanuqe e u rBopqecKa uHrepnperaq s Ha pa3rfleAaHHTe HayqHh u3ToqHuqu,

u3pa3cBau.la ce He caMo a o6o6qaaaue Ha r3BecrHr4 pe3ynraru, Ho 14 B TnxHoro

aAanrhpaHe ta HaArpaXAaHe cnpnMo qen[Te Ha ArcepraquoHHr4f, TpyA. Tosa noxasea

caMocronrenHo HayqHo Mr4cneHe u cnoco6nocr 3a u3Bnr4qaHe Ha HoBr4 uAe!4 or
cbulecrByBaulara nhreparypa, Koero cb3AaBa cra6rnxa reoperfi'.lHa ocHoBa 3a

npeAcTaBeHure opurhHafl Hr u3cneAoBaTencKu pe3ynTaTu.

3. Cuoreercrgme xa ua6paxara MeroAhra Ha r3cneABaHe c nocraBeHara qen H

3aAaqx Ha A,lcepraqlroHHlrr rpy.q c nocTlrHarxre np}lHocx:
lzla6paHara MeroAr/Ka Ha r3cfleABaHe e B nbnHo cborBercrB e c qenra h

3aAaq!4Te Ha Arceprall oHHHn rpyA. llpunaraxero Ha reoper[Ko-aHaflhl4qHh,
MoAen14paulr r eKcnep!4MeHTanH MeroArr no3BonqBa o6ocHoaaHo paepa6oraaxe u

BanhAupaHe Ha npeMoxeHara eBonpLll4oHHa cTpaTerhn 3a onT!,rMh3aqur Ha

apx reKTypl4 Ha HeBpoHHl4 rrrpexu. Peanr3aqhnTa Ha MeroAhKara B pa3fluqHu

nprnoxHr4 o6nacrr 14 eKcnep!4MeHranHara ,1 npoBepKa c peaflHh AaHHU

noTBlp)t(qaBaT nocTHlHaThTe HayqHu h HayqHo-npHIloxHh npuHoct4.

4. Kparxa axanlrrrqHa xaparTepncrxKa Ha ecrecrBoro lr oqeHxa Ha

AocroBepHocrra Ha Marepuana, Blpxy xoiro ce rpaAer npxHocure Ha

AucepTa LllroH H an T py A,
llpegcraaerunr A!4cepraquoHeH rpyA e crpyfiyp[paHe B yBoA, ner rflaBu,

3aKnnqeH e, cn cbK c npuHoo,r, cnncbK c ny6nuraqur, yqacrue B

Hay\.rHor43cneAoBareflcKr4 npoeKT , cn crK c Qurypn, cnucrK c ta6nut1n, cnucrK c

!43non3BaH CbKpauleH s, 6u6nuorpaQcxa cnpaBKa h AeKflapaqhs 3a ophr HanHocr.

B ntpaa rnaBa e npeAcraBeH cficreNrarfiqeH o6aop ua HeBpoHHo-MpexoBure

MoAefln u o6yvenuero uu, QopuynrpaHu ca ocHoBr,4 Ha onruMh3aqhoHHhre 3aAaq ,

MeraeBpucTt4Kr4 eBonrcquoHHL4 r43qucneHuF, Kor4To cnyxaT KaTo TeopeT[qHa paMKa

Ha u3cneABaHeTo.
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Bropa rnaaa pa3rnexqa onrhMr43HpaHero Ha apxureKrypr Ha HeBpoHHH Mpexu u

cbBpeMeHHhre noAxoAl4, xaro $optuynrpa u aBTopcxa eBonrcqt4oHHa crparert,tq u I
no3uLlr4oHhpa cnpRMo anrepHarrB .

Tpera rnaBa AeMoHcrphpa eBoflror.lr4oHeH noAxoA 3a ynpaBneHr4e Ha aBToHoMHrl

areHr B cr4MynupaHa cpeAa, BKnpq renxo geQuxupaHe Ha npeAcraBnnun, Quruec
h aHanh3 Ha KoHBepreHLlH9Ta.

qerBrpra rnaBa e nocBereHa Ha eBonrcLlrorer gueatix xa 'l D-CNN apxureKryp
3a pa3no3HaBaHe Ha qoBeuJKt{ AefiHocru Bbpxy nonynnpnu ta6opu AaHHh, c

AeraineH MerptaKoB r xox$ysuonen aHaflh3.

flera rnaga paapa6orea npocrpaHcrBeHo-reMnopafleH xn6pugex uo4en
(CNN+LSTM) 3a nporHo3upaHe Ha KoHLleHrpaqur ua PM2.5 stpxy Beijing Mult,-Site

Air-Quality Dataset, c e(cnepuMeHrr :a rs6op Ha BxoAoBe, a+cau1nv v

npocrpaHcrBeHa uxQopuaqun.

5. HayqHlr, HayqHo-npnnoxHl,r t,r npxnoxH]r npxHocx no AxcepraqxoHHxt rpyA
llpreuart,t geQrxuparrre 11 Ha 6pofr npereHqfit4 !4 nprHoctt Karo BFpHo

orpa3f,Baulh pe3ynrarhre, nocrr4rHaru or AoKTopaHTa. flpuxocure, nonyqeHu B

pe3ynrar Ha AucepraquoHHhre rscneABaHrn Morar Aa 6uAar o6o6tqenr xarro
cfleABa:

. HayqHh nphHoctl:

npeAnoxeH e reHerHqeH anropHTbM 3a onrr4M 3aqr4q Ha apxureKrypara Ha HM,

xofrro nocreneHHo rounnercQurqrpa peuJeHhgTa npr Hy)l(qa, u3nofl3Ba

rr,rogr,rQr,fllupan onepaTop 3a KplcTocBaHe 3a peueH!4g c Bapupau.ll4 AbnxHHt4 t4

aAanrhBHa Myraqhg c rpr4 crparerh!4 3a npoMeHu B apxhreKTypr4Te na HM.

. HayqHo-np[noxH np Hoct4:

flpegnoxex e reHerur{eH anropl4r-bM 3a eBonpq oHuo 6asupan Au3afiH Ha

KoHBofllor.luoHHr4 HM 3a pa3no3HaBaHe Ha qoBe[.uKa Aetinocr c h3non3BaHe Ha

rr,ro4uQuqrpaxo KpbcrocBaHe 3a peuJeHr4g c pa3nuqHa ArnxhHa u aAanrriBHa

Mrraqrn c rpr paBHoBepoqrHr4 crparerr4u aa uoguQrqrpaHe Ha cnoft, 4o6aanne na

cnoi !4 npeMaxBaxe sa cno or apxhreKrypara xa HM.

llpe4noxeu e MeroA 3a aBroMar ,{Ha onrrMu3allhn Ha apx!4TeKTypara Ha

KoHBonpquoHHr4 HM sa pa3no3HaBaHe Ha qoBe[uKr4 Ae xocru, npr xofiro

eBoflloquoHHr49 npoqec 3anoqBa or npocl4 apxhreKrypu, Kor4To nocreneHHo Morar Ea
6ugar ycnoxnnBaHfi qpe3 4o6aanuero Ha HoBr4 cnoeBe-

flpe4noxeu e xr6pu4ex 4rn6ox npocrpaHcrBeHo-reMnopafleH MoAen 6asupax
Ha KoHBoflror.lrouua HM r LSTM Mpexa 3a nporHo3upaHe Ha 3aMbpcnBaHero Ha

Bb3Ayxa c aBToMarr4qeH no46op ua BxoAHu npoMeqnvau t onl4Mu3aqhn Ha

xunepnapaMeTprTe Ha MoAena.
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llpe4noxena e xu6pu4xa crparerrn 3a 3anrnBaHe Ha nhncBau{u crofiHocru stg
BpeMeBlir peAoBe, KoFro e np floxeHa sa o6yvexue ua xu6pr4xun grn6ox
npocTpaHcTBeHo-TeMnopaneH MoAen 3a nporH03upaHe Ha 3aMtpc9BaHe Ha Br3Ayxa.

[lpe4noxeu e noAxoA 3a BxntogBaHe Ha eBonroupaHu apxhreKTyprr ea xu6prgen
grn6ox npocrpaHcrBeHo-reMnopafleH MoAen 3a nporHo3hpaHe Ha 3aMbpclBaHero
Ha Bb3Ayxa B pa3fluqHr4 axcau6nr, cbcroeul4 ce or MoAenu c eAHaKBr apx refiyprl
14 MOAenh c pa3nHqHu apx[TeKryp .

flpe4noxena e crpareruq sa nog6op Ha BxoAHr4 npoMeHn!4ar1 npr nporHo3xpaHe
Ha 3aMrpcnBaHero Ha Bb3Ayx c xr6prgeu grn6ox npocrpaHcrBeHo-TeMnopaneH

MOAen.

npeAnoxeHa e noAxoA 3a BKnloqBaHe Ha npocrpaHcreena unQopuaLluq npLr

nporHo3[paHe Ha 3aMrpcnBaHero Ha Bb3gyx c xlr6prger grn6ox npocrpaHcrBeHo-
reMnopaneH MoAefl.

. np floxHl4 nprHocl4:

Paapa6orex e npororun 3a eKcnepr4MeHTaflHo oqeHsBaHe Ha npeAnoxeHara
6uonorrqxo BAtxHoBeHa HHA!{pefiHa cxeMa Ha KoAupaHe 3a eBonphpaHe Ha HM sa

ynpaBneHr4e Ha aBToHoMHrl areHT[ Bbpxy chMynaq!4n Ha u3KycrBeH cgnr, rofiro
noKa3Ba, qe ce reHepfipar pa:xoo6pa3lu u KoMnfleKcHr,r apxrTefiypr4 crc
cpaBH!4TenHo uanrx 6poi napaMerpr4 cnprMo Apyru BL3MoxHr4 noAxoAn 3a

eBoflroupaHe Ha HepBHa cucTeMa 3a ynpaBneHue Ha aBToHoMH,l areHTr.

Paspa6oreu e npororrln 3a eKcnepuMeHTanHo oqeHgBaHe Ha npeAnoxeHara
6uonor qno BArxHoBeHa HAr4peKTHa cxeMa Ha KoAr4paHe 3a eBoflroupaHe Ha HM 3a

ynpaBneH!4e Ha aBToHoMHl,l areHT Brpxy crMynallhc Ha h3KycrBeH cesr, rofiro
noKa3Ba, qe c hsnon3BaHe Ha npocra hMnfluLlr4THa StaTHec Qyxxqrn ycneuJHo ce
eBonrcupar areuru cnoco6r.rr,r Aa pa3rpaHr4qaBar paannvxr o6erru.

Paapa6oreu e nporor[n 3a e(cnepuMeHTaflHo oqeHFBaHe Ha eBonoLlr,loHHo

6atupauua gusafiu Ha KoHBoflrcquoHHr4 HM sa pa:nosnaBaHe Ha qoBeuJKa AefrHocr,
xofiro noxagea 3HaqurenHo no-go6pu pe3ynrarh Ao npeAcraBflHero Ha Apyrh
Aun6oxu apxnreKryp14.

Paepa6oreu e npororrn 3a eKcnepuMeHTaflHo oqeHrBaHe Ha npeA.noxeHuc

xu6pugex grn6or npocrpaHcrBeHo-reMnopaneH MoAen 3a nporHo3 paHe Ha

3aMrpcnBaHero Ha BL3Ayxa Ha 6agara Ha paspa6oreu nporor!4n, xoftro noxa:ea, qe

AOPV V nPV OrpaH qeHt4 U3r{UCnhTeflH pecypcr4 eBOnphpaHUTe apx[Tefiypr4 BoAf,T

Ao nonyqaBaHe Ha go6pu r,r nocronHHr4 pe3yflraru.

,Qorroparrur noKa3Ba 3HaHtas or pa3nuqHh o6nacrr h yMeH]rn npu npfiflaraHero
r4M B peuJeH!,rero Ha [HxeHepHr npo6neuu, KaKTo 14 Aa rh cBe4a Ao KoHKperH

aIlropuTM14.

6. OqeHKa 3a creneHTa Ha nlqHoro yqacrre Ha AxcepraHra B npuHocxre.
npeAcraBeHoro crArpxaHle, npoBeAeH[Te alanu3u u paepa6oreHrre np Mepu

B paMK Te Ha A CepTaquoHHr4r TpyA, noKa3BaT oTflr4qHoTo no3HaBaHe Ha
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r,l3cfleABaHaTa O6flaCT, B KOHTO Ce QOKyChpa TpyAa. nonyqeHuTe OT aBTOpa

pe3ynTaTh oT Ar4cepraLlnoHHoTo scneABaHe ca nyoauKyBaH B I HayliH rpyAa - 5

B CnUCaHr4ff !4 3 B KOHQepeHLlr4r4. EAHa OT CTaT!4HTe e ny6n!4KyBaHa B MeXAyHapOAHO

HayqHo cnucaH e c lF 3.3 B Q2 Ha Web of Science v vMa 54 LlhrrpaHre clrJ.lara 6a3a

or AaHHu. Bcuqxo roaa Mh AaBa ocHoBaHue Aa cMflTaM, qe nocrr4rHarure pe3ynrar[
B AhcepTaq oHHuB TpyA ca HanpaBeH or AoKropaHra.

7. flpeqexxa xa ny6nuxaquure no ArcepraqnoHHlrf, rpyA.

florropaxrur e npeAcraBun 8 uayvnu rpyAa - 5 s cntacaHhs u 3 a xouSepeuqur.
Egxa or crar rre e ny6nuxyaaxa B MeMyHapoAHo HayqHo cnrcaHue c lF 3.3 e Q2
sa Web of Science u nua 54 Ll!4rr4paH f, cbqara 6asa or gauuu. fly6nuxaqu re ca

HanpaseH B nephoAa 2019-2022 roAHHa h noKpr4Bar reMaru(ara Ha npeAcraBeHara

AUCepraLluoHHa pa6ora xaro orpa3cBar ocHoBHHTe nocr!4rHarfi pe3ynrar!4 14

np!4Hoc!4. BctaqKrr crarr!4 ca ta axrnuicK e3uK, B cbaBTopcrBo c HayqHhre

prKoBoAnTefl Ha AoKTopaHTa.

HcMa cuMxexr4e, ve ny6nuxaqnlre ca ocHoBHo Aeno Ha AoKTopaHTa t,r qe 9pe3

rcx rofi e oqeHeH BHcoKo or HayqHara uHxeHepHara o6quocr.

8. l4gnoneeaHe Ha pe3ynrarrre or AucepraqlroHHxn rpyA B HayqHara 1,l

coquanHara npaKTlKa. Hanuqre Ha nocrrrHar npsx ,KoHoMxrecxr eQerr n np.

florymerrn, Ha Ko]rro ce ocHoBaBa rBLpAeHxero.
Pe3ynrarr4Te or A!4cepraquoHHl4c rpyA HaMHpar npufloxeHr4e npeAr4 Bchr.rKo B

HayqHara scneAoBarencKara npaKThKa, Karo ca orpa3eHu a ny6nuxaquu a

peqeH3 paHu HayqHr4 v3AaHuA 14 AoKnaABaHr Ha MexAyHapoAHr4 HayqHr4

xorQepeHquu. Paapa6oreHure MeroArr r Mogenu sa aBToMaru3rrpaHa onrhMu3aqr4R

Ha apxllTeKrypu Ha HeBpoHHrr Mpexr Morar Aa 6rgar h3non3BaHu B

r3cneAoBareflcKr4 14 r4HxeHepHu pa3pa6orKh g o6nacTra Ha u3KycTBeH , r,1HTenefi,

aHaflu3a Ha AaHHU 14 t4HTefl[reHTHHTe CUCTeM!4, BKITqUTenHO npu 3aAaqu 3a

ynpaBneHt4e,pa3no3HaEaHe nporHo3 paHe.

lucepraurureyqacrBanBHaqhoHanH!4taMeMyHapoAHl4
HayqHot43cneAoBaTeflcKt4 npoefi , KoeTo cBrAeTeflcTBa 3a npaKTuqecKaTa

3HaquMocT u npufloxt4MocT Ha notyqeHuTe pe3yflTaTn. Ktu uotvtexta He ca

npeAcraBeH AaHHI 3a peanx3lipaH npFK r4KoHoMr{qecxn eSerr, Ho noreHq aflrr 3a

TaKbB e Hanuqe npeABuA Br3MoxHocrr,lre 3a BHeApeBaHe Ha npeAnoxeHuTe noAxoAr4

B peanHr4 c[creMr4 HAycrpllaflH[ np noxeHrn. Tarp4errnra ce ocHoBaBar Ha

ny6nuryaaxure HayrrH rpyAoBe, orqerure no HayqHor43cneAoBarencK re npoefi
npeAcTaBeHuTe eKcnephMeHTanHH pe3yflTaTu B AucepTaquoHH149 TpyA.
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10. Mxerun, npenopuKx u 6enexru.
Karo qnno MHeH[ero, npenopbKrre u 6enexxrre Mh no npegcraBeH!4s Mr,4 3a

peqeH3 9 TpyA npeAaAox nrcMeHo Ha AoKTopaHTa, Kor4To ca oTpa3eH B nocneAHaTa

Bepc e Ha AhcepraqhoHHr4F rpyA.
PeqeHseHrur npenoprqBa aKT BHa ny6n KaLluoHHa AefiHocr r e vyx6uxa a

6rgeqrre 143cfl eABaH!4s Ha A!4cepraHTa.

11. 3axnrc,{exue
B eaKflrcqeHr4e cMnraM, ve pa6orara uMa 3aBrpueHocr, cbAlpxa op ruHanHtl

peuJeHun u reMara e aKryanHa. Hanpaaeunre 6enexxu u npenopbKr4 He ocnopBar
nphHocure Ha A cepraquoHHun TpyA.

Cqurau, qe 3ucKBaHutra Ha 3aKoHa 3a pa3Bhrhe Ha aKaEeM qH r crcraB B

Etnrapur u llpaeunuura 3a HeroBoro npunaraHe ca u3nbnHeHr B npe4craBeH F

Ahcepraq oHeH rpyA.

flaaau nonoxrreflHa oqeHKa 3a rpyAa !4 npeAnaraM Ha yBaxaeMoro HayqHo

)rrypil Aa nprctAl4 ra uar. Cre$aH Antannee l-loxoe o6pasosarenHara HayqHa

creneH ,,AoKTop" no npoSecuoHanHo HanpaBneHue 5.3 KorvtyHrxaqvoHHa v
KoMnrcTlpHa rexH Ka, HayqHa cneq anHocr,,CHcreMH c r43KycrBeH [HTeneKT".

Peqexaenr:
t aoq. a-p fA op r vt\oye e I
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9. OqeHKa Ha ctorBercrBHero Ha aarope$epara c lr3l,rcKBaHrf,Ta 3a

,l3roTB9HeTO My, KaKTO H Ha aAeKBaTHOCTTa Ha OTpa3gBaHe Ha OCHOBHUTe

nonoxeHli H npr,rHocl4Te Ha AhcepTaqloHHuf, TpyA.
Aarope$eparur e o$opuen e 32 crpariuqr u orroBapr Ha hs cKBaH era 3a

,43rorBtHero My, KaKTo 1,4 3a HeroBoro orneqarBaHe. OcHoeHure nofloxeH , Ha

A!4cepraquoHHr,4q rpyA ca orpa3eHr roLtHo 14 ncno a aeropeQepara. llpultocure ua

AucepraqhoHHr4s rpyA ca 3BeAeH , ToqHo Knacr4Q tq paHV v onucaHh.

fiara:23.01.2026r.
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Author of the dissertation: Stefan Alipiev Tsokov
Dissertation lopic. "Optimization of neural network architectures through
evolutionary algorithms "
Reviewer: Assoc. prof. Georgi Tsochev, PhD

1. Relevance of the problem developed in the dissertation. Content of the
dissertation.

The dissertation submitted to me for review is intended for the acquisition of the

educational and scientiflc degree - Doctor of Philosophy.
The topic is topical and significant in scientifically applied and applied aspect and

is related to the problems in network and information security, and in particular in
intrusion detection and prevention systems. The relevance of the problem developed
in the dissertation is confirmed by the increased interest in the analysis and the
problems that are noted in the dissertation.

The presented dissertation is aimed at exploring a current and intensively

developing field related to the automated design and optimization of neural network
architectures through evolutionary algorithms and in particular genetic algorithms. The
relevance of the problem under consideration stems from the growing role of deep
learning methods in a wide range of applications and from the fact that the manual

design of effective architectures is complex, time-consuming and requires significant
expert intervention and computational resources. This necessitates the application of
intelligent metaheuristic methods that allow automated searches in large spaces of
architectures, gradual complication of decisions and adaptive change in the structure
and parameters of networks. ln this context, the research aimed at developing an

evolutionary strategy to optimize neural network architectures and its application to
control autonomous agents, recognize human activities, and predict air pollution
represents a significant scientific and applied task of high practical value.

2. Degree of knowledge of the state of the problem and creative interpretation of
the literary material

The dissertation demonstrates a very good degree of knowledge of the current
state of the problem under study. The author has carried out an in-depth and

systematic literature review of the main concepts, models, and approaches in the fleld

of neural networks, deep learning, and evolutionary optimization algorithms. Both

classical methods for design and training of neural networks and modern metaheuristic
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approaches for automated search for optimal architectures are analyzed, taking into

account their advantages, limitations and areas of application.
The material is structured logically and purposefully, and the author skillfully

connects the theoretical statements with the speciflc applied tasks - the management
of autonomous agents, the recognition of human activities and the forecasting of air
pollution. A particularly positive impression is made by the critical analysis of the
existing solutions for automation of the design of neural-network architectures, on the

basis of which the research hypotheses and the motivation for developing their own

evolutionary strategy are clearly formulated.
There is also a creative interpretation of the considered scientific sources,

expressed not only in the generalization of certain results, but also in their adaptation
and upgrading to the goals of the dissertation. This shows independent scientific
thinking and the ability to extract new ideas from the existing literature, which creates
a solid theoretical basis for the original research results presented.

3. Compliance of the chosen research methodology with the set goal and

objectives of the dissertation with the achieved contributions:
The chosen research methodology is fully consistent with the purpose and

objectives of the dissertation. The application of theoretical-analytical, modeling and

experimental methods allows for the justified development and validation of the
proposed evolutionary strategy for optrmization of neural network architectures. The

implementation of the methodology in various areas of application and its experimental
verification with real data conflrm the achieved scientific and applied scientific

contributions.

4. A brief analytical description of the nature and assessment of the credibility
of the material on which the contributions of the dissertation are built.

The presented dissertation is structuring into an introduction, five chapters, a

conclusion, a list of contributions, a list of publications, participation in research
projects, a list of flgures, a list of tables, a list of abbreviations used, a bibliographic
reference and a declaration of originality.

The first chapter presents a systematic overview of neural-network models and

their training, formulates the foundations of optimization problems, metaheuristics and

evolutionary calculations, which serve as a theoretical framework for the study.

Chapter Two examines the optimization of neural network architectures and

modern approaches, formulating the author's evolutionary strategy and positioning it

in relation to alternatives.
Chapter Three demonstrates an evolutionary approach to managing autonomous

agents in a simulated environment, including performance definition, fitness, and

convergence analysis.
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Chapter Four is devoted to the evolutionary design of 1D-CNN architectures to
recognize human activities on popular datasets, with detailed metric and confusion
analysis.

Chapter Five develops a spatial{emporal hybrid model (CNN+LSTM) to predict
PM2.5 concentrations on the Beijing Multi-Site Air-Quality Dataset, with experiments
to select inputs, ensembles, and spatial information.

5. Scientific, applied and applied contributions to the dissertation
I accept the defined "l 1 claims and contributions as faithfully reflecting the results

achieved by the PhD student. The contributions received as a result ofthe dissertation
research can be summarized as follows:

. Scientificcontributions:
A genetic algorithm for optimization of the HM architecture has been proposed,

which gradually complexes the solutions as needed, uses a modified crossover
operator for solutions of varying lengths, and adaptive mutation with three strategies
for changes in the HM architectures.

. Scientific and applied contributions:
A genetic algorithm has been proposed for an evolutionarily based design of

convolutional NMs for the recognition of human activity using modified crossbreeding
for solutions of different lengths and adaptive mutation with three equally probable

strategies for layer modification, addition of layer, and removal of layer from the NM

architecture.
A method for automatic optimization of the architecture of convolutional NM for

recognition of human activities has been proposed, in which the evolutionary process

starts from simple architectures, which can gradually be complicated by the addition of
new layers.

A hybrid deep spatial-temporal model based on a convolutional NM and LSTM

network for air pollution forecasting with automatic selection of input variables and

optimization of model hyperparameters is proposed.

A hybrid strategy for filling missing values in time series has been proposed, which
has been applied to train the hybrid deep spatial-temporal model to predict air pollution.

An approach is proposed to include evolved architectures for a hybrid deep
spatiotemporal model for air pollution prediction in different ensembles consisting of
models with the same architectures and models with different architectures.

A strategy for selecting input variables in air pollution forecasting with a hybrid

deep spatial-temporal model is proposed.

An approach to include spatial information in air pollution forecasting with a hybrid

deep spatiotemporal model is proposed.
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A prototype has been developed for experimental evaluation of the proposed

biologically inspired indirect coding scheme for the evolution of NM for the control of
autonomous agents on a simulation of an artificial world, which shows that diverse and
complex architectures with a relatively small number of parameters are generated

compared to other possible approaches to the evolution of the nervous system for the

control of autonomous agents.
A prototype has been developed to experimentally evaluate the proposed

biologically inspired indirect coding scheme for the evolution of NM to control
autonomous agents on an artificial world simulation, which shows that using a simple

implicit fitness function successfully evolves agents capable of distinguishing between
different objects.

A prototype has been developed to experimentally evaluate the evolution-based
design of convolutional NMs for human activity recognition, which shows significantly
better results than other deep architectures.

A prototype has been developed for experimental evaluation of the proposed

hybrid deep spatial-temporal model for predicting air pollution based on a developed
prototype, which shows that even with limited computing resources, evolved

architectures lead to good and consistent results.

The PhD student demonstrates knowledge from various fields and skills in applying
it to solving engineering problems, as well as reducing them to specific algorithms.

6. Assessment of the degree of personal participation of the dissertation student
in the contributions.

The presented content, the analyzes carried out and the examples developed
within the framework of the dissertation show the excellent knowledge of the studied

area in which the work is focused. The results of the dissertation research obtained by

the author have been published in 8 scientific papers - 5 in journals and 3 in

conferences. One of the articles was published in an international scientific journal with

lF 3.3 in Q2 of Web of Science and has 54 citations in the same database. All this
gives me reason to believe that the results achieved in the dissertation were made by

the doctoral student.

7. Assessment of the publications of the dissertation.
The PhD student has presented I scientific papers - 5 in journals and 3 in

conferences. One of the articles was published in an international scientific journal with

lF 3.3 in Q2 of Web of Science and has 54 citations in the same database. The
publicatrons were made in the period 2019-2022 and cover the topics of the presented

dissertation, reflecting the main results and contributions. All articles are in English, co-

authored with the supervisors of the PhD student.

There is no doubt that the publications are the marn work of the PhD student and

thatthrough them he is highly appreciated by the scientific and engineering community.
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8. Use ofthe results ofthe dissertation in scientific and social practice. Presence
of a achieved direct economic effect, etc. Documents on which the allegation is
based.

The results of the dissertation are applied primarily in scientific and research
practice, being reflected in publications in peer-reviewed scientific .lournals and

reported at international scientific conferences. The developed methods and models

for automated optimization of neural network architectures can be used in research
and engineering developments in the field of artificial intelligence, data analysis and

intelligent systems, including in control, recognition and forecasting tasks.
The dissertation student has participated in national and international research

pro.jects, which testifles to the practical significance and applicability of the results

obtained. At present, no data on a realized direct economic effect are presented, but

the potential for such is there given the possibilities for implementing the proposed

approaches in real systems and industrial applications. The statements are based on

the published scientific papers, reports on research projects and the experimental
results presented in the dissertation.

9. Assessment of the compliance of the abstract with the requirements for its
preparation, as well as the adequacy of the reflection of the main points and

contributions of the dissertation.
The abstract is formatted in 32 pages and meets the requirements for its

preparation, as well as for its printing. The main provrsions of the dissertation are

reflected accurately and clearly in the abstract. The contributions of the dissertation

are derived, accurately classified and described.

10. Opinions, recommendations and comments.
ln general, I submitted my opinion, recommendatrons and notes on the work

submitted to me for review in writing to the PhD student, which are reflected in the

latest version of the dissertation.
The reviewer recommends active publication activity abroad in the future research

of the dissertation.

11 . Conclusion
ln conclusion, I believe that the work has completion, contains original solutions

and the topic is relevant. The notes and recommendations made do not dispute the

contributions of the dissertation.
I believe that the requirements of the Law on the Development of the Academic

Staff in Bulgaria and the Regulations for its implementation have been fulfilled in the
presented dissertation.

I give a positive assessment of the work and propose to the esteemed Scientific

Jury to award a MSc. Stefan Alipiev Tsokov the educational and scientific degree "
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Doctor of Philosophy " in the professional field 5.3 Communication and Computer
Engineering, scientific specialty " Artificial Intelligence Systems ".

Date: 23.01.2026 Reviewer: , . /
/ Assoc. prof. GeorjfTsochev/
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