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BbPXY AUCEPTALMOHEH TPYA 3a NnpuaobuBaHe Ha
obpa3oBarenHa u Hay4Ha cteneH ,,JJOKTOP”

ABTOp Ha aucepTaumoHHua Tpya: mar. Ctedpan Anunues LlokoB

Tema Ha aucepTauMoHHUA TpyA: ,OnmumMu3supaHe Ha apxumekmypu Ha
HeB8POHHU MpeXu 4Ype3 egoNYUOHHU anzopummu”

PeueHseHT: gou. o-p Neopru Lloyes

1. AxTyanHocT Ha pa3paboTBaHMs B [OUCepPTaUMOHHUA Tpya npobnem.
CbAbpXaHMe Ha AUCEepPTaLUMOHHUA TPYA.

MNpeacTaBeHUAT MU 3a peLeH3upaHe AWCepTauuoHEH Tpya € npeaHasHayYeH 3a
npuaobusaHe Ha oBpasoBaTenHara 1 Hay4Ha cTteneH - [JokTop.

Temarta e akTyanHa W 3Ha4Mma B Hay4YHO-MPUNOXEH W MPUMOXEH acnekT u e
cBbp3aHa ¢ npobnemuTe npu mpexosBata M WMHPOPMALUMOHHA CUIYPHOCT W MO
KOHKPETHO NpW CUCTEMM 33 OTKPUBAHE Ha NPOHUKBAHWUA WU NPEeBeHUUS. AKTyanHocTTa
Ha paspaboTBaHus B guceprtauusaTa npobnem ce nNoTBbpXAaBa OT 3acUMNeHus
MHTEPEC KbM aHanuaa n npobnemuTe KouTo ca oTbenssaHn B AUCEPTAUMOHHUA TPyA.

MpeacTaBeHUAT gucepTaunoHeH TPyA € HAaco4YeH KbM U3CneABaHe Ha akTyanHa u
WHTEH3WBHO pa3BuMBalla ce obnacT, cBbp3aHa C aBTOMAaTU3MPAHOTO NpoeKTUpaHe u
ONTUMU3NPAHE Ha apPXUTEKTYPW Ha HEBPOHHW MpPEXW Ypes eBONIOLUMOHHU anroputMm
W No-cneunanHo reHeTUYHW anropuTMu. AKTyanHocTTa Ha pasrnexgaHus npobnem
npousTU4Ya OT HapacTBallaTa posns Ha METOAUTE 3a AbNOOKO 0By4eHne B LUMPOK Kpbr
NPUNOXEHWA U OT pakTa, Y& PBLYHOTO NPOEKTUpaHe Ha eEKTUBHU apXUTEKTYpWU e
CNOXHO, BPEMEEMKO W M3NCKBA 3HaYWMTENHa eKCnepTHa Hameca WM U3YUCIUTENHW
pecypcu. Toea obycnaBa Heo6XxoAUMMOCTTa OT nNpunaraHe Ha WHTENUIeHTHW
METaAEBPUCTMYHM METOAM, KOMTO [a NO3BONABAT aBTOMATU3NMPAHO TbPCEHE B roNemMu
NPOCTPaAHCTBA OT apXUTEKTYpW, MOCTEMNEHHO YCMNOXHABaHE Ha pelUeHuaTa WU
afanTMBHa NPOMSIHA Ha CTPYKTypaTa W napameTpuTe Ha MpexuTe. B TO3M KOHTEKCT
n3cneaBaHETO, HAacO4YeHO KbM paspaboTBaHe Ha EBOMKUMOHHA cTpaTervMs 3a
ONTUMU3MPAHE Ha aPXUTEKTYPUM HAa HEBPOHHU MPEXM WU HEWHOTO NPUIIOXeHWe 3a
ynpaBneHne Ha aBTOHOMHW areHTW, pasno3HaBaHe Ha YOBELUKM [OEWHOCTU W
NpPOrHo3vpaHe Ha 3aMbpCsBAHETO Ha Bb3Ayxa, NpeAcTaBnsBa 3HadYMMa Hay4yHa W
NPUNOXHa 3agada C BUCOKa NpaKTu4YecKka CTOMHOCT.

2. CteneH Ha nmno3HaBaHe CbLCTOAHWETO Ha nmnpobnemMa M TBOpYecka
WHTepnpeTauusa Ha NUTepaTypHUA MaTepuan

AncepTaumoHHUAT TPyA AeMOHCTpupa MHoro aobpa CTeneH Ha nosHaBaHe Ha
CbBPEMEHHOTO CBbCTOSHWE Ha W3cneaBaHus npobnem. ABTOPBT € W3BbPLUMN



3aabnboYeH U cucTeMaTuyeH nuTepaTypeH 0630p Ha OCHOBHUTE KOHLIENUMW, MOZENU
W noaxoau B obOnacTTa Ha HEBPOHHWTE MpPEexXW, ObnBoKoTo o0byyeHne u
€BOMIOLUMOHHUTE anropuTMK 3a ONTUMMU3ALMS. AHANU3MPaHK Ca KaKTo Knacu4eckute
MEeTOAM 3a NpoekTUupaHe U obyyYeHWe Ha HEBPOHHM MPEXM, Taka U CbBPEMEHHM
METaeBPUCTUYHM NOAXOAM 33 aBTOMATMU3MPaHO TbPCEHE Ha ONTUMANHU apXUTEKTYPH,
KaTo ca OTYETEHU TEXHUTE NPeaUMCTBA, OrpaHUYeHus U o0bnacTy Ha NPUNOXUMOCT.

MaTepuan e CTpyKTypvpaH NOrM4yHO W LiefleHaco4eHo, KaTo aBTOpPbT YMENo
CBBbP3Ba TEOPETUYHUTE MOCTAHOBKM C KOHKPETHUTE NPUMNOXHWU 3aZa4yun — ynpasneHue
Ha aBTOHOMHW areHTW, pas3no3HaBaHe Ha YOBELUKW OEeMHOCTU M MPOrHo3vpaHe Ha
3ambpcaBaHe Ha Bb3gyxa. OcobeHo NonoXUTENHO BnevaTneHne NpaBu KPUTUYHUSAT
aHanu3 Ha CblLUEeCTBYBaLUUTE peLUeHMs 3a aBToMaTM3aUmns Ha ausanHa Ha HEBPOHHO-
MPEXOBW apXUTEKTYpV, Bb3 OCHOBA Ha KOUTO ca OPMyNuUpPaHU SACHO
n3cnegoBaTenckUTE XWUNoTean U MOTMBaUMATa 3a paspaboTBaHe Ha cobcTBeHa
€BONOLMOHHA CTpaTerus.

Hanuue e 1 TBOpYeCKa MHTEPNpETauus Ha pasrnefaHuTe HayyYHW U3TOYHWLW,
n3passBala ce He camo B obobllaBaHe Ha M3BECTHW PEe3ynTaTh, HO U B TAXHOTO
apanTvpaHe U HagrpaxaaHe CnpsMO LiennTe Ha AMcepTaunoHHUA TpyA. ToBa noka3sa
CaMOCTOATENHO HAy4YHO MUCMEHE W CNOCOBHOCT 3a W3BNUYAHE Ha HOBU Waew oT
CbllecTByBallaTa nuTepaTypa, KOeTo cb3fasa crabunHa TeopeTudHa OCHOoBa 3a
npeacTaBeHUTe OPUrMHANHU M3CNEeL0oBaTENCKU pe3ynTaTu.

3. ChoTBeTCTBME Ha U3GpaHaTa MeToAuKa Ha u3cneaBaHe ¢ NOCTaBeHaTa uen u
3ajauM Ha AUCEepPTaLUMOHHUA TPYA C NOCTUTHATUTE NPUHOCH:

N3bpaHaTa MeToAMKa Ha u3cneasaHe € B MbMHO CLOTBETCTBME C UenTta u
3afjauMTe Ha [OuUcepTauuoHHWA Tpya. [punaraHeTo Ha TEOPETUKO-aHaNUTUYHM,
MOAENVPALLMN U eKCNEepPUMEHTanHW METOAN No3BoNABa 060CHOBAHO pa3paboTBaHe U
BanUAMpaHe Ha nNpeanoXeHaTa €BONOUMOHHA CTpaTerys 3a OnNTUMM3auMs Ha
apXUTEKTYpU Ha HEBPOHHM Mpexu. Peanusaumsta Ha MeTogukata B pPasnuyHu
NPUNoXHW 06NacTu W ekcnepumeHTanHaTa W NpoBepka C peanHn OaHHu
NOTBbPXAABAT NOCTUrHATUTE HAaYyYHWU WU HAYYHO-NPUNOXHN NPUHOCK.

4. KpaTka aHanuMTM4yHa XapaKTepuMCTMKa Ha ecTeCTBOTO M OLeHKa Ha
[OCTOBEPHOCTTa Ha MaTepuana, BbpXy KOWTO ce rpagsaT MpPUHOCUTE Ha
AUcepTauMoOHHUA TpyA.

MpeacTtaBeHWSAT AWCEPTAUMOHEH TPyd € CTPYKTypupaHe B YBOA, NeT rnaew,
3aKMOYEeHWe, CMMCBK C  MPUHOCKM, CNMCBK € nybnukauwn, ydactue B
Hay4HOW3CNeaoBaTeNckn NPOeKTU, CNUCHK C urypu, cnUChLK ¢ Tabnuum, Cnucek ¢
M3NoN3BaHW CbKpalleHus, bubnuorpadcka cnpaska 1 Aeknapauuvs 3a OpUrMHanHocT.

B nbpBa rnaea e npeAacTaBeH cucTematudeH 0630p Ha HEBPOHHO-MPEXOBUTE
MoAENM 1 0By4YEeHNETo UM, POPMYNUPaHN Ca OCHOBM Ha ONTUMWU3ALMOHHUTE 3a4auun,
METAEeBPUCTUKA 1 €BOMIOLIMOHHU M3YUCTIEHUSA, KOUTO CNyXXaT KaTo TEOPETUYHAa pamKa
Ha n3cnegsaHeTo.



BTtopa rnasa pasrnexaa onTUMMU3MpaHeTo Ha apXUTEKTYPU Ha HEBPOHHIN MPEXK 1
CLbBPEMEHHWTE NOAX0AM, KaTo hopMynupa U aBTopcka eBOMIOLMOHHA cTpaTerMa u 8
Nno3nLMoHMpa CNPsMOo anTepHaTUBA.

TpeTa rnaBa AeMOHCTpMpa eBOMNLMOHEH N0AX04 3a ynpasneHue Ha aBTOHOMHU
areHTV B CUMynupaHa cpefa, BKMIoYMTEeNHO AeduHUpaHe Ha NnpeacTaBaHnsA, (uTHeC
W aHanu3 Ha KOHBepreHuusTa.

YeTBbpTa rnasa e noceeTeHa Ha esontoumoHeH am3anH Ha 1D-CNN apxuTekTypu
33 pasno3HaBaHe Ha 4YOBELUKM [AeWHOCTU BbpXy MNonynapHu Habopu AaHHW, C
AeTalneH METPUKOB U KOHY3NOHEH aHanua.

MeTta rnaBa paspaboTBa npoCTpaHCTBEHO-TEMMNOpaneH xubpuaeH moaen
(CNN+LSTM) 3a nporHo3vpaHe Ha KoHUeHTpauun Ha PM2.5 Bbpxy Beijing Multi-Site
Air-Quality Dataset, c ekcnepumeHtTM 3a wu3bop Ha BxoAoBe, aHcambnu wu
NPOCTPaHCTBEHA MHPOpMaLUSA.

5. Hay4HW, Hay4YHO-NPUNOXHU U NMPUITOXHU NPUHOCU NO AUCEPTALMOHHUA TpyA

Mpuemam peduHupaHute 11 Ha Opon nNpeTeHuMM W NPUHOCKM KaTo BAPHO
OTpasfBallM pes3ynraTtuTe, NOCTUrHaTKU OT AokTopaHTa. [lpuHocuTe, nonyYeHu B
pes3yntaT Ha AMCepTauvMOoHHUTEe u3cneABaHus MoraT Aa 6baaT o06obLeHn KakTo
cnepsa:

e Hay4HW NPUHOCHU:

MpeanoxeH e reHeTUYeH anropuTbM 3a ONTUMM3aLUNA Ha apxuTekTypaTta Ha HM,
KOWTO MOCTENEeHHO KOoMNnekcuumpa pelleHuAaTa npyv Hyxaa, wu3nonssa
mMoauduvumpaH onepaTop 3a KPbCTOCBaHE 3a pelueHuA C Bapupaliv AbMKUHUA U
afjanTuBHa MyTauus ¢ Tpy CTpaTerim 3a NPOMEHU B apxuTekTypute Ha HM.

® HAyYHO-NPWUNOXHWU NPUHOCK:

MpennoXeH e reHeTU4eH anropuTbM 3a €BONKUMOHHO 6asvpaH Au3aiH Ha
KOHBOMOUMOHHM HM 3a pasnosHaBaHe Ha YoOBellka OEWHOCT C K3non3saHe Ha
MOAMMDULUMPAHO KPBbCTOCBaHE 3a pEelleHWs C pasnuyHa Ab/mkKuHa U aaanTuBHA
MyTaUMs C TPU PABHOBEPOSITHX CTpaTerum 3a MoauduumnpaHe Ha crnoin, gobassHe Ha
Crnowv U NpemaxeaHe Ha Cnow oT apxuTekTypaTta Ha HM.

MpeanoxeH e MeToa 3a aBTOMaTU4YHa ONTUMWU3ALMSA Ha apxuTekTypaTa Ha
KOHBOMWUMOHHM HM 3a pasnosHaBaHe Ha YOBELWKW A[AEWHOCTW, NpW  KOWTO
€BOJTHLUMOKHUA NPOoLEC 3ano4Yea oT NPOCTM apXUTEKTYPU, KOUTO NOCTENEHHO MoraT Ja
6baaT ycnoxHasaHu Ypes obaBsaHETO Ha HOBW CNoeBe.

MpepnoxeH e xmbpuaeH AbNOOK NPOCTpaHCTBEHO-TeMnopaneH moaen 6asupaH
Ha koHBonwumMoHHa HM u LSTM mpexa 3a nporHo3vpaHe Ha 3aMbpcsABaHETO Ha
Bb3dyXa C aBTOMaTM4eH NOAGOP Ha BXOAHW MPOMEHNMBMA M ONTUMM3ALMA Ha
xunepnapameTpuTe Ha Moaena.



MpeanoxeHa e xubpuaHa cTpaTerus 3a 3aanbnBaHe Ha NMNCBaLLy CTOVMHOCTM BbB
BPEMEBM pedoBe, KOSTO € npunoxeHa 3a obyyeHwe Ha xvbpuaHus AbN6ok
NPOCTPaHCTBEHO-TEMMNOPArneH MoAen 3a NPOrHo3upaHe Ha 3aMbpCABaHe Ha Bb3ayxa.

MpeanoxeH e NoAxo4 3a BKNOYBAHE Ha EBONOMPaHM apXUTEKTypu 3a xmbpuaeH
ABNGOK NPOCTPaHCTBEHO-TEMMOPAneH MOAEN 3a NMPOorHo3upaHe Ha 3aMbpPCABAHETO
Ha Bb3dyxa B pasnuyHy aHcambrin, CbCTOALM CE OT MOAENM C AHAKBU apXUTEKTYPU
Y MOZENM C PasnuyYHu apXUTEKTYPU.

MpeanoxeHa e ctpaTerns 3a Noabop Ha BXOAHW NPOMEHNUBK NPY NPOrHo3upaHe
Ha 3aMbpPCABAHETO Ha Bb3AYX C xubpuaeH ABLNOOK NPOCTPaHCTBEHO-TEMMOPAreH
mogen.

MpeanoxeHa e MoAxo[ 3a BKMKYBAHE Ha NPOCTPaHCTBEHA MHGopMauus npu
NPOrHo3MpaHe Ha 3aMbPCABAHETO Ha Bb3AyX C xubpuaeH AbNOOK NPOCTPaHCTBEHO-
TEMnopaneH Moaen.

e MPUNOXHW NPUHOCMK:

PaspaboTeH € npoToTMN 3a eKCnepMMEHTanHO OUeHsBaHe Ha npeanoxeHaTa
Buonorn4yHo BABXHOBEHA MHAMPEKTHA CXema Ha KoaupaHe 3a esontoupaHe Ha HM 3a
yrnpaBneHne Ha aBTOHOMHW areHTVW BbpXy CUMynauua Ha W3KYCTBEH CBAT, KOWTO
nokasea, 4e Cce reHepupaT pasHoobOpasHM W KOMMNMEKCHW apXUTEKTYpU CbC
CpaBHUTENHO Manbk Opol napameTpu CNpaAMO APYrM Bb3MOXHM NOAXOAM 3a
€BONKMpaHe Ha HepBHA CUCTEMa 3a yrnpaBreHne Ha aBTOHOMHU areHTw.

PaspaboTeH e npoToTMN 3a eKCNepuMMEHTanHO OueHsiBaHe Ha npegnoxeHaTa
Buonorn4yHo BABLXHOBEHA MHAMPEKTHA CXema Ha KofupaHe 3a esonounpaHe Ha HM 3a
yrnpaBneHne Ha aBTOHOMHW areHTVW BbpXy CUMynauus Ha W3KYCTBEH CBHAT, KOWTO
nokasea, 4e C M3nona3eaHe Ha NpocTa UMNNUUMTHA (PUTHEC YHKUMS YCMNeLwHo ce
eBonouparT areHTn cnocobHu ga pasrpaHu4asaT pasnuyHmM 06eKkTu.

PaspaboteH e npoToTUN 3a eKcnepuMeHTanHO OueHABaHe Ha eBOMHOLMOHHO
BasnpaHus gusarH Ha KoHBOMLUMOHHM HM 3a pasno3HaBaHe Ha YoBeluka OEWHOCT,
KOWTO nokas3Ba 3Ha4uTenHo no-fobpu pesyntatv A0 NpeacTaBsHEeTO Ha Apyrv
AbnNOOKN apXUTEKTYPMU.

PaspaboTeH e npoToTWUN 3a eKCnepuMMEHTanHO OUEeHsBaHe Ha npeanoXeHus
xmbpuaeH AbLNOGOK NPOCTPaHCTBEHO-TEMMNOpPAnNeH MoAEen 3a MporHo3vpaHe Ha
3aMbpCABaHETO Ha Bb3ayxa Ha BasaTa Ha pa3paboTeH NPoTOTUN, KOUTO Nokasea, Ye
AOPW U NPU OrPaHUYeHN U3YUCNUTENHU PECYPCU EBONMIOMPAHUTE apXUTEKTYpU BOAAT
00 nony4yaeaHe Ha Jobpu M NOCTOAHHW pesynTaTu.

[OKTOpaHTBLT Nokassa 3HaHUA OT pas3nu4HKM 06NacTn N YMEHWA Npy NpunaraHeTo
UM B PELUEHWETO Ha MHXEHepHU npobnemu, Kakto U Aa rv ceexna A0 KOHKPETHW
anropuTMun.

6. OueHka 3a cTeneHTa Ha NUYHOTO y4dyacTue Ha gucepTaHTa B NPUHOCHUTe.
[MpeAcTaBeHOTO CbAbPXKaHWE, NPOBEASHUTE aHanu3n n pa3p860TEHIATe npumepu
B paMKMTe Ha AucepTauuoHHWMA Tpya, nNokassaT OTMMYHOTO NO3HaBaHE Ha



n3cnegesaHata obnact, B KOATO ce dokycupa Tpyaa. [lonyyeHute oOT asTopa
pesyntaTtv OT AMCEePTaUMOHHOTO n3cneneaHe ca nybnukyeaHu B 8 Hay4yHu Tpyaa — 5
B cnucanma n 3 B koHbepeHuun. EaHa oT ctatunTe e nybnukyeaHa B MeXAyHapoaHO
Hay4Ho cnucaHue ¢ IF 3.3 B Q2 Ha Web of Science 1 uma 54 umtupanus ceujata 6asa
OT AaHHW. Bcuyko ToBa MK faBa OCHOBaHWE A4a CMATaM, Ye NocTUrHaTuTe pesynratu
B AMCEPTaLUMOHHUSA TPYA Ca HanpaseHu OT AOKTOopaHTa.

7. NpeueHka Ha Ny6nukauumuTe No AMCEePTaLUUOHHUA TpyA.

[oKTopaHTBT € NnpeacTaBun 8 Hay4yHu Tpyaa — 5 B cnucaHnsa U 3 B KOHEPEHLUN.
EAHa oT cTatuuTe e nybnukysBaHa B MexayHapoaHo HayyHo cnucanwe ¢ IF 3.3 B8 Q2
Ha Web of Science n uma 54 untupanus cbwara 6asa ot ganHu. [Nybnukaumute ca
HanpaseHu B nepuwoga 2019-2022 roauHa 1 NoOKpMBaT TeMaTukaTa Ha npeacraseHara
avceptauuoHHa paboTta kaTto OTpa3sBaT OCHOBHWUTE MOCTUrHATKM pes3yntatn W
npuHocK. BcCuMYKM cCTaTMM ca Ha aHMmMUIACKA e3MK, B CbaBTOPCTBO C Hay4yHWUTE
PBKOBOAUTENU HA AOKTOpPaHTAa.

Hama cbMmHeHue, ye nybnukaumuTe ca OCHOBHO AEeno Ha [OKTopaHTa U 4e 4pes
THX TOW € OLUEHEH BMCOKO OT Hay4HaTa W UHXeHepHaTa obLiHocCT.

8. M3non3BaHe Ha pe3ynratuTe OT AWUCEpPTaUUMOHHUA TPyaA B HayyHata u
couymanHara npaktuka. Hanmuume Ha NOCTUrHaT NPAK MKOHOMUYECKU edpeKT u np.
JlokyMeHTH, Ha KOMTO ce OCHOBaBa TBbpAeHueTo.

Pesynratute OT AUCEPTaAUWOHHMA TPyA HamupaT NpUroXeHue npeau BCUYKO B
Hay4yHaTa W u3cnegosaTenckarta npakTuka, Kato ca oTpaseHu B nybnukauvn B
PEeLEH3NpaHn Hay4YyHU W34aHWA WM OOKNadBaHW Ha MeXAyHapOAHW  HaydHW
KOHbepeHuun. PaspaboTteHnTe MeToan U MOAENU 3a asToMaTuanpaHa onTuMu3aums
Ha apxXuTEeKTypu Ha HEBPOHHU Mpexu mMoraT pna 6baatr wusnonseaHn B
n3cnefoBaTenckn 1 HXeHepHW pa3paboTkn B obnactra Ha U3KyCTBEHUA UHTENEKT,
aHanusa Ha [AaHHW W WHTENWreHTHUTE CUCTEeMU, BKIIOYMTENHO npu 3ajauv 3a
ynpasnexHwe, pasno3HaBaHe v NpOrHo3vpaxe.

AvcepTaHTeT e yyacTsan B HauMoHanHu " MexXayHapoaHu
Hay4YHOM3CNneQoBaTENcKM MNPOEKTW, KOEeTO CBMAeTencrsa 3a npakTudeckarta
3HAYMMOCT W NPUNOXMMOCT Ha nonyveHuTe pesyntath. KbM MoOMeHTa He ca
npeacTaBeHn JaHHW 3a peanusvpaH Npsk UKOHOMWYECKU edeKT, HO NoTeHUMansT 3a
TakbB e Hanuue npeasna Bb3MOXHOCTUTE 3a BHEAPABAHE Ha NpeanoXeHUTe Noaxoam
B peanHn CUCTEMU W WMHOYCTPUANHW NPUNOXeHWs. TBbpAeHMATa ce OcHOoBaBaT Ha
nyGnvkyBaHWTE Hay4YHWU TPyA4OBe, OTYETUTE MO Hay4YHOW3CNeaoBaTENCKUTE NPOEKTU U
NpeacCTaBeHUTE eKCNepuMeHTanHU pe3ynTaTy B AUCEPTaAUNOHHUSA TPYA.



9. OueHKka Ha CBLOTBETCTBMETO Ha aBTopedepaTta C WM3UCKBaHMATA 3a
M3roTBAHETO MY, KakTO M Ha afleKBaTHOCTTa Ha OTpa3siBaHe Ha OCHOBHUTe
NONOXeHUA U NPUHOCUTE Ha OUCePTaLMUOHHUA TpyAa.

AsTopedepatsT € oopMeH B 32 CTpaHMUM U OTrOBaps Ha W3UCKBaHMATA 3a
W3roTBAHETO MYy, KaKTO W 3a HeroBoTo oTtnedvatBaHe. OCHOBHWTE MOMNOXEHMA Ha
AucepTaunoHHUA TpyA ca OTpaseHn TOMHO W ACHO B aBTopedepaTa. MpuHocute Ha
ANcepTaunoHHUA TPyA ca U3BeaeHU, TOYHO KnacuguumpaHn n onucaHu.

10. MHeHuA, NpenopbKU U Benexku.

KaTo usano MHeHuWeTo, npenopbkute U BenexkuTe Mu no nNpeacTaBeHus My 3a
peLeH3us Tpya Npefafox NMCMEeHo Ha [OKTOpaHTa, KOMTO ca oTpa3eHu B nocnegHarta
BEpPCUA Ha AgMcepTauMoHHUA Tpya.

PeLieH3eHTLT npenopbyBa akTMBHa NyGnukaunMoHHa AENHOCT U B YyxOuHa B
OvaewmnTe nacneaBaHna Ha aucepraHTa.

11. 3aknioyeHue

B saknioveHne cmaTam, 4ye pabotata uMma 3aBbPLUEHOCT, CbAbPXKA OPUrMHANHK
peleHna n TemaTta € aKkTyanHa. HanpaseHuTe BGenexku v Npenopbku He ocnopeart
NPUHOCUTE Ha AMCEepPTaLMOHHUA TPYA.

Cuutam, Ye MU3McKBaHMATa Ha 3aKkoHa 3a pasBUTWE Ha akadeMWYHWUS CbCTaB B
Bwnrapus u lNpasunHWka 3a HEroBoTO NpunaraHe ca W3NbMHEHW B NpeacTaBeHus
AvcepTauuvoHeH Tpya.

[aBam nonoxwutenHa oLeHKa 3a TpyAa WM npeanaraMm Ha ysBaXaemoTo Hay4Ho
Xypu oa npucean Ha mar. Crecban AnunueB LlokoB oBpasoBaTenHaTa v Hay4dHa
cTeneH ,AOKTOP" no npodecuoHanHo Hanpaenewve 5.3 KomyHMKauuvoHHa w
KOMMIOTBbPHA TEXHWUKA, Hay4Ha cneumanHocT ,CUCTEMM C U3KYCTBEH wri;reneKT“.

Hara: 23.01.2026r. PeueHseHT:
/ pou. a-p Peoprufloues/
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1. Relevance of the problem developed in the dissertation. Content of the
dissertation.

The dissertation submitted to me for review is intended for the acquisition of the
educational and scientific degree - Doctor of Philosophy.

The topic is topical and significant in scientifically applied and applied aspect and
is related to the problems in network and information security, and in particular in
intrusion detection and prevention systems. The relevance of the problem developed
in the dissertation is confirmed by the increased interest in the analysis and the
problems that are noted in the dissertation.

The presented dissertation is aimed at exploring a current and intensively
developing field related to the automated design and optimization of neural network
architectures through evolutionary algorithms and in particular genetic algorithms. The
relevance of the problem under consideration stems from the growing role of deep
learning methods in a wide range of applications and from the fact that the manual
design of effective architectures is complex, time-consuming and requires significant
expert intervention and computational resources. This necessitates the application of
intelligent metaheuristic methods that allow automated searches in large spaces of
architectures, gradual complication of decisions and adaptive change in the structure
and parameters of networks. In this context, the research aimed at developing an
evolutionary strategy to optimize neural network architectures and its application to
control autonomous agents, recognize human activities, and predict air pollution
represents a significant scientific and applied task of high practical value.

2. Degree of knowledge of the state of the problem and creative interpretation of
the literary material

The dissertation demonstrates a very good degree of knowledge of the current
state of the problem under study. The author has carried out an in-depth and
systematic literature review of the main concepts, models, and approaches in the field
of neural networks, deep learning, and evolutionary optimization algorithms. Both
classical methods for design and training of neural networks and modern metaheuristic



approaches for automated search for optimal architectures are analyzed, taking into
account their advantages, limitations and areas of application.

The material is structured logically and purposefully, and the author skillfully
connects the theoretical statements with the specific applied tasks — the management
of autonomous agents, the recognition of human activities and the forecasting of air
pollution. A particularly positive impression is made by the critical analysis of the
existing solutions for automation of the design of neural-network architectures, on the
basis of which the research hypotheses and the motivation for developing their own
evolutionary strategy are clearly formulated.

There is also a creative interpretation of the considered scientific sources,
expressed not only in the generalization of certain results, but also in their adaptation
and upgrading to the goals of the dissertation. This shows independent scientific
thinking and the ability to extract new ideas from the existing literature, which creates
a solid theoretical basis for the original research results presented.

3. Compliance of the chosen research methodology with the set goal and
objectives of the dissertation with the achieved contributions:

The chosen research methodology is fully consistent with the purpose and
objectives of the dissertation. The application of theoretical-analytical, modeling and
experimental methods allows for the justified development and validation of the
proposed evolutionary strategy for optimization of neural network architectures. The
implementation of the methodology in various areas of application and its experimental
verification with real data confirm the achieved scientific and applied scientific
contributions.

4. A brief analytical description of the nature and assessment of the credibility
of the material on which the contributions of the dissertation are built.

The presented dissertation is structuring into an introduction, five chapters, a
conclusion, a list of contributions, a list of publications, participation in research
projects, a list of figures, a list of tables, a list of abbreviations used, a bibliographic
reference and a declaration of originality.

The first chapter presents a systematic overview of neural-network models and
their training, formulates the foundations of optimization problems, metaheuristics and
evolutionary calculations, which serve as a theoretical framework for the study.

Chapter Two examines the optimization of neural network architectures and
modern approaches, formulating the author's evolutionary strategy and positioning it
in relation to alternatives.

Chapter Three demonstrates an evolutionary approach to managing autonomous
agents in a simulated environment, including performance definition, fitness, and
convergence analysis.



Chapter Four is devoted to the evolutionary design of 1D-CNN architectures to
recognize human activities on popular datasets, with detailed metric and confusion
analysis.

Chapter Five develops a spatial-temporal hybrid model (CNN+LSTM) to predict
PM2.5 concentrations on the Beijing Multi-Site Air-Quality Dataset, with experiments
to select inputs, ensembles, and spatial information.

5. Scientific, applied and applied contributions to the dissertation

| accept the defined 11 claims and contributions as faithfully reflecting the results
achieved by the PhD student. The contributions received as a result of the dissertation
research can be summarized as follows:

¢ Scientific contributions:

A genetic algorithm for optimization of the HM architecture has been proposed,
which gradually complexes the solutions as needed, uses a modified crossover
operator for solutions of varying lengths, and adaptive mutation with three strategies
for changes in the HM architectures.

e Scientific and applied contributions:

A genetic algorithm has been proposed for an evolutionarily based design of
convolutional NMs for the recognition of human activity using modified crossbreeding
for solutions of different lengths and adaptive mutation with three equally probable
strategies for layer modification, addition of layer, and removal of layer from the NM
architecture.

A method for automatic optimization of the architecture of convolutional NM for
recognition of human activities has been proposed, in which the evolutionary process
starts from simple architectures, which can gradually be complicated by the addition of
new layers.

A hybrid deep spatial-temporal model based on a convolutional NM and LSTM
network for air pollution forecasting with automatic selection of input variables and
optimization of model hyperparameters is proposed.

A hybrid strategy for filling missing values in time series has been proposed, which
has been applied to train the hybrid deep spatial-temporal model to predict air pollution.

An approach is proposed to include evolved architectures for a hybrid deep
spatiotemporal model for air pollution prediction in different ensembles consisting of
models with the same architectures and models with different architectures.

A strategy for selecting input variables in air pollution forecasting with a hybrid
deep spatial-temporal model is proposed.

An approach to include spatial information in air pollution forecasting with a hybrid
deep spatiotemporal model is proposed.

e Applied contributions:



A prototype has been developed for experimental evaluation of the proposed
biologically inspired indirect coding scheme for the evolution of NM for the control of
autonomous agents on a simulation of an artificial world, which shows that diverse and
complex architectures with a relatively small number of parameters are generated
compared to other possible approaches to the evolution of the nervous system for the
control of autonomous agents.

A prototype has been developed to experimentally evaluate the proposed
biologically inspired indirect coding scheme for the evolution of NM to control
autonomous agents on an artificial world simulation, which shows that using a simple
implicit fitness function successfully evolves agents capable of distinguishing between
different objects.

A prototype has been developed to experimentally evaluate the evolution-based
design of convolutional NMs for human activity recognition, which shows significantly
better results than other deep architectures.

A prototype has been developed for experimental evaluation of the proposed
hybrid deep spatial-temporal model for predicting air pollution based on a developed
prototype, which shows that even with limited computing resources, evolved
architectures lead to good and consistent results.

The PhD student demonstrates knowledge from various fields and skills in applying
it to solving engineering problems, as well as reducing them to specific algorithms.

6. Assessment of the degree of personal participation of the dissertation student
in the contributions.

The presented content, the analyzes carried out and the examples developed
within the framework of the dissertation show the excellent knowledge of the studied
area in which the work is focused. The results of the dissertation research obtained by
the author have been published in 8 scientific papers — 5 in journals and 3 in
conferences. One of the articles was published in an international scientific journal with
IF 3.3 in Q2 of Web of Science and has 54 citations in the same database. All this
gives me reason to believe that the results achieved in the dissertation were made by
the doctoral student.

7. Assessment of the publications of the dissertation.

The PhD student has presented 8 scientific papers — 5 in journals and 3 in
conferences. One of the articles was published in an international scientific journal with
IF 3.3 in Q2 of Web of Science and has 54 citations in the same database. The
publications were made in the period 2019-2022 and cover the topics of the presented
dissertation, reflecting the main results and contributions. All articles are in English, co-
authored with the supervisors of the PhD student.

There is no doubt that the publications are the main work of the PhD student and
that through them he is highly appreciated by the scientific and engineering community.
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8. Use of the results of the dissertation in scientific and social practice. Presence
of a achieved direct economic effect, etc. Documents on which the allegation is
based.

The results of the dissertation are applied primarily in scientific and research
practice, being reflected in publications in peer-reviewed scientific journals and
reported at international scientific conferences. The developed methods and models
for automated optimization of neural network architectures can be used in research
and engineering developments in the field of artificial intelligence, data analysis and
intelligent systems, including in control, recognition and forecasting tasks.

The dissertation student has participated in national and international research
projects, which testifies to the practical significance and applicability of the results
obtained. At present, no data on a realized direct economic effect are presented, but
the potential for such is there given the possibilities for implementing the proposed
approaches in real systems and industrial applications. The statements are based on
the published scientific papers, reports on research projects and the experimental
results presented in the dissertation.

9. Assessment of the compliance of the abstract with the requirements for its
preparation, as well as the adequacy of the reflection of the main points and
contributions of the dissertation.

The abstract is formatted in 32 pages and meets the requirements for its
preparation, as well as for its printing. The main provisions of the dissertation are
reflected accurately and clearly in the abstract. The contributions of the dissertation
are derived, accurately classified and described.

10. Opinions, recommendations and comments.

In general, | submitted my opinion, recommendations and notes on the work
submitted to me for review in writing to the PhD student, which are reflected in the
latest version of the dissertation.

The reviewer recommends active publication activity abroad in the future research
of the dissertation.

11. Conclusion

In conclusion, | believe that the work has completion, contains original solutions
and the topic is relevant. The notes and recommendations made do not dispute the
contributions of the dissertation.

| believe that the requirements of the Law on the Development of the Academic
Staff in Bulgaria and the Regulations for its implementation have been fulfilled in the
presented dissertation.

| give a positive assessment of the work and propose to the esteemed Scientific
Jury to award a MSc. Stefan Alipiev Tsokov the educational and scientific degree "
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Doctor of Philosophy " in the professional field 5.3 Communication and Computer
Engineering, scientific specialty " Artificial Intelligence Systems ".

Date: 23.01.2026 Reviewer:
/ Assoc. pro{ Geordi Tsochev/
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